
0.36pm has an effective index of ne = 1.73. If we further 
assume a nonresonant pump, w = 5pm, I = 100pm, de,, = 
d , ,  = 25Opm/V, and T:" = = 6'" = 0.01, and use eqn. 
11 we find Pou,/Pk = 0.05 W I .  Because m = 3, we expect the 
efficiency to be approximately nine times larger if quasi- 
phasematching is employed (numerically we obtain a factor of 
13.4), which gives Po.JP:m = 0.66W-'. 

If both the pump and the second harmonic are resonant, 
the assumption of low conversion efficiency is no longer valid 
for an incident power of the order of 100mW, as is easily seen 
from the above numerical result. In such cases, eqn. 11 is no 
longer valid, and the exact solution to eqns. 9 and 10 must be 
used. We give a numerical example here, reserving a more 
detailed analysis for future work. Assuming A; = A:" = 
0.005, 6" = 0.05, no quasi-phasematching, and Pi, = l W m W  
in addition to the above parameters, we find a maximum 
second harmonic power output of 36mW for an optimal 
coupling given by T ;  = e = 0.097, and T:" = 2'" = 0.027. 
We see that high conversion efficiencies are possible for 
modest input power, and that the optimal coupling differs 
from that calculated in the low efficiency regime. 

Conclusion: We have shown that vertical cavity resonant 
SHG structures can have significantly higher conversion effi- 
ciency than conventional surface emitting SHG devices, and 
have identified d$,/n: n2" a; as the relevant material 
figure of merit for a doubly resonant interaction. A phase- 
matchable nonlinearity is not necessary, as seen in the numeri- 
cal example where tens of milliwatts of second harmonic were 
obtained for a lOOmW pump using the nonphase-matchable 
d , ,  coefficient of MNA. The efficiency may be significantly 
increased over that calculated here if quasi-phasematching 
techniques can be applied in this resonant geometry. Exten- 
sion of this theory to T M  modes, multilayer waveguides and 
interactions such as parametric amplification and oscillation 
will be given elsewhere. 
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REVERSE HUFFMAN TREE FOR 
NONUNIFORM TRAFFIC PATTERN 

Indexing terms: Codes and coding, Digital communication 
svstems. Communication networks 

The tree protocol has been an important protocol in multi- 
access communication channels with traffic that arrives uni- 
formly. In the Letter, a reverse Huffman tree protocol is 
proposed for multiaccess networks with nonuniform traffic 
pattem. Some tree construction protocols are developed and 
reverse Huffman tree protocol is shown to have the smallest 
delay. 

Introduction: This Letter considers the multiple accessing of a 
broadcast channel by a set of independent stations. For 
broadcast channels, the resolution of channel contention is the 
heart of the multiaccessing. problem, and the tree protocol 
provides a good solution.'-4 However, the original tree proto- 
col was designed for systems with uniform arrival rates. 

In this Letter, a system with nonuniform arrival rates is 
considered. Because each station has its own traffic intensity 
which may be different from others, different structures may 
influence the average packet delay. The packet delay is a 
major issue of the system performance and is defined as the 
time from the instant that a packet arrives at a source to the 
instant that it is successfully received by its destination. 

To  build the tree for a system with nonuniform traffic 
pattern, we apply the coding schemes developed from coding 
theory to construct the tree. We notice that Huffman coding, 
the best coding scheme which minimises the average code 
length, has a good performance but does not achieve the best 
performance. Hence, we propose another scheme called the 
reverse Huffman code tree which achieves a better per- 
formance than the Huffman code tree. 

T r e e  types  and simulation results: We first propose four 
schemes in constructing the tree structure. We then run simu- 
lations to show and compare the performances of different 
schemes. To  provide an example, we let 1 = (1, 5, 6, 9, 12, 18, 
23,40). Note that the overall system arrival rate cannot exceed 
unity to achieve a stable system, hence this 1 is just a scaled 
vector which shows the relative ratio of packet arrival rates to 
all stations. 

(i) Random: In this method, we construct a balanced tree and 
randomly map stations to tree leaves. 

(ii) Low trafficfirst  t ree:  In this method, we build a balanced 
tree and map stations to tree leaves in an ascending order of 
the traffic arrival rates. Clearly, the delay performance of this 
tree will he poor and we will use it as the worst case in the 
performance comparison. 

(iii) Huffman code  t ree:  With one Huffman code method,s we 
can obtain a good tree structure and mapping. We arrange I, 
in a descending order and the depth d ,  in an ascending order; 
i.e. we have both 

and 

d ,  t d ,  t d ,  2 . _ .  t d ,  

Note that under this tree construction method, we minimise D 
over all structures where D is defined as D = E;"= , Aid,.  This 
D corresponds to the average code length in coding theory. 

Algorithm : 

(1) combine the two nodes with least transmission rates and 
k )  into a dummy node; A,,,,, = l j  + 1, 
(2) construct a binary tree; this dummy node is the father 
node, and the two corresponding nodes are descendants (left 
child and right child) 

(3) delete l j  and 1, from 1 and add 1,,,,, to 1; go to step 1 
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Fig. 1 is the tree structure and mapping from this algorithm. 

(iv) Reverse H u f f i n  code t ree:  In this scheme we try to  divide 
a tree into two equal traflic subtrees at each intermediate 
node. We design a protocol which partitions a tree into two 
subtrees where the weights of the subtrees are as equal as 
possible. Because this protocol functions exactly in the 
opposite way to  the Huffman code protocol, we call the tree 
derived from this protocol the reverse Huffman code tree. 

I I I I I I 

23 I 
I 
I 
I I I I - 

A2511 

Fig. 1 Tree deriuedfrom Huffman code algorithm 

Algorithm: RHT (reverse Huffman code tree construction): 

(1) if the arrival rates of all stations have been divided into 
two sets (left set and right set); go to  step 3 

Else 
Partition the two stations with greater arrival rates (j and k )  

into two different sets, and create a dummy node; 1,,,,, = J j  

(2)  delete i, and 1, from 

(3) construct a binary tree; left child and the right child corre- 
spond to  two respective sets 

- A,, Aj 2 A, 
and add I,,,,, to  1; go to step 1 

(4) X = left set; call RHT 
= right set; call RHT 

Fig. 2 is the tree structure of the reverse Huffman code tree 
construction protocol. 

I I I I I 

Fig. 2 Tree derived from RHT 

Simulation results and comparisons of four  tree types:  We 
obtain the average delay of packets under the different tree 
types through simulations. Fig. 3 shows the average delay for 

0 1  0 2  0 3  0 4  0 5  0 6  
A 

Fig. 3 loerage delay against overall 1 for Jour protocols in slotted 
ALOHA 

(i) low traffc first 
(ii) random 
(iii) Huffman code 
(iv) reverse Huffman code 
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the four different trees under the slotted ALOHA environ- 
ment. In this Figure, we show that the performance of the 
different tree types can differ significantly. 

In Fig. 3, many interesting points are observed. First, the 
performance order of these four tree types is 
(4) > (3) z (1) > (2). It shows that the reverse Huffman code 
protocol is the best. Secondly, we intuitively think that the 
Huffman code algorithm should have the best performance 
because it has the smallest D. In fact, this D = I;"=, Aid, is the 
average tree length but the delay is partly determined by this 
parameter. That is, the minimum D of the original tree does 
not imply the minimum delay of the actual contention tree. 
Nonetheless, a tree with small D has a small packet delay as 
the performance of the Huffman tree shows. Thirdly, the 
reverse Huffman tree has the characteristic of balanced arrival 
rates of each subtree at each node; hence, the more balanced 
the arrival rates of the subtrees at each node, the lower is the 
delay of the packets. 

Impact of traffic pattern on mean system time: We consider 
how the distribution of traffic pattern influences the system 
behaviour. Two systems with extreme traffic patterns are pro- 
posed of all traffic patterns. One extreme traffic pattern con- 
sidered has all traffic concentrated in one station but no traffic 
in the others, i.e. 2 = (1, 0, 0, ..., 0). For such a system, no 
contention may occur and its performance is exactly like an 
M/D/l queueing system. The other extreme case is the 
uniform traffic system in which all stations have the same 
arrival rate; i.e. X = (1, I ,  I, _.., 1). 

We define x as the average arrival rate at all stations and C, 
as the coefficient of variation of the traffic. Let the square of 
C, be represented as follows: 

In an M/D/l system, C: = N ~ 1 ( N  is the number of 
stations); for the uniform traffic system, C: = 0. Because these 
are the extreme cases, C: for all other traffic patterns ranges 
between 0 and N - 1. Certainly, the value of C: indicates the 
variation of traffic pattern among all stations. The traffic 
pattern is more uniform with smaller C:. In the simulation 
results shown in Fig. 4, we will only examine systems at heavy 
loads because the system delay rises sharply at heavy load and 
that is the case to which we should pay more attention. In the 
simulations, we use the reverse Huffman code tree algorithm 
and the low traffic first tree algorithm to show the average 
delay against C: because they are the best and the worst tree 
structures of the four different tree types described above. 

Fig. 4 Average delay against C: -.- reverse Huffman code -+- low traffic first 

There are two observations concerning Fig. 4. First, when 
the system is at heavy load, the larger C: is, and the smaller 
the average delay becomes. In other words, the system with 
more uniform traffic pattern has a higher average delay if all 
other conditions are the same. Secondly, the more balanced 
the weight of the tree, the less the delay of the system. It is 
these observations which confirm our conclusion that a good 
tree structure is important in achieving a good system per- 
formance if the traffic pattern is nonuniform. 

No. 20 1885 

1 = 0.9, j = 0.01, N = 8 



Conclusion: In this Letter, we applied the tree algorithm to a 
network with finite number of stations with nonuniform 
traffic. We examined the delay characteristics of different tree 
structures and studied how the types of tree influence the 
system delay. From these results, we learn that it is important 
to choose the correct tree structure to  avoid too many colli- 
sions. Hence, a reverse Huffman tree is proposed which has 
the best delay performance. 
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15GHz fma, MICROWAVE SILICON pnp 

EMIITERS FABRICATED WITH SIMPLE 
FOUR MASK PROCESS 

TRANSISTORS WITH SINGLE-CRYSTAL 

Indexing terms: Transistors, Microwave devices and com- 
ponents, Semiconductor devices and materials 

Vertical pnp transistors have been fabricated using a four 
mask, low cost quasi-selfaligned process with submicrometre 
feature sizes. The resulting monocrystalline emitter devices 
achieve 1; greater than 9GHz and f,, greater than I5GHz 
with B Y ,  greater than 13V. These discrete pnps were used 
successfully as active loads for a monolithic npn opamp to 
achieve a gain-bandwidth product of 4.4GHz. 

Introduction: As the performance of discrete and integrated 
npn transistors is improved through technology and device 
innovations, a need arises for improved complementary 
devices (pnp devices) so that analogue circuits with features 
such as active loads, level shifters etc. (see, for example, Refer- 
ence 1) may be realised at gigahertz frequencies. 

pnp  transistors have a few physical and technological intrin- 
sic drawbacks when compared to npn transistors. The saturat- 
ed drift velocity (collector) and the mobility (base) of holes are 
lower than that of electrons, and shallow emitters are difficult 
to realise due to the high boron diffusivity. Even so, impres- 
sive f, values have recently been r ep~r t ed ' .~  using selfaligned 
double polysilicon processes or thin epitaxial SiGe base tech- 
nologies. Because polysilicon emitters are not ideal for high- 
precision analogue applications, due to  high emitter resistance 
for example, and because epitaxial base technologies have not 
yet matured, a high yield fabrication process which realises 
monocrystalline emitter high-frequency pnp transistors has 
been developed. 

Process description: The four mask SAT (selfaligned discrete 
transistor) process flow is shown in Fig. 1. After growth of a 
boron doped epitaxial collector layer (two collector types 
used: an 'analogue' version with 1.4pm thickness and 
6 x 10' cm ~ doping, and a 'mixed analogueidigital' version 
with 0.9pm thickness and 1.5 x 10'6cm-3 doping) on a P +  
(111) Si substrate, a thin thermal oxide/LPCVD silicon 

nitride stack is formed on the wafer surface. A standard 
recessed local oxidation of Si (LOCOS) process is then carried 
out to define the device regions. This consists of dry etching of 
the silicon nitride/thin-oxide stack and approximately 1 pm of 
the Si from the field region, after which a 2pm field oxide is 
grown by wet oxidation a t  1OOO"C. Following this, the base 
layer is formed by ion implantation of arsenic (As', 18OkeV, 
4 x 10'5cn-2) through the silicon nitride/thin-oxide stack 
which remains on the device islands following LOCOS. After 
an anneal step selected to form a collector-base junction 
depth of approximately 0,3pm, a photomask step with non- 
critical alignment is used to  define both the emitter and base 
contacts (Fig. la). This simultaneous definition of both elec- 
trodes allows the use of the minimum dimension (0.7pm using 
contact lithography), with a minimal emitter-to-base spacing 
as no alignment is necessary. The exposed nitride/thin-oxide 
regions are then dry etched (Fig. lb). This is followed by 
boron ion implantation (BF;, 35 keV, 5 x 1015 cn-*) to  form 
the emitters (Fig. lb). Because emitter dopant was also 
implanted in the base contacts, an emitter shield mask is now 
defined (Fig. IC) such that a light Si etch may be carried out to  
subtract BF: from the base contacts. Again, the alignment is 
noncritical. Arsenic is then ion implanted (As', 40keV, 
4 x 10'5cm-2) into the base contact openings to create N + +  
contacts (Fig. Id). Following a wafer clean, the emitter is 
driven in using rapid thermal annealing (RTA) in an argon 
ambient. A TiW/Au metallisation is carried out to form the 
interconnect (Fig. le), before passivating the devices with 
plasma silicon nitride. The above process flow is similar to 

photoresist nit ride lox I de 

N - t y p e  

P epitaxial collector ~ 

b 

9111C"" - _ _  
etch 

Y D 

C 

arsenic 

d 

TIW diffusion 
Au electrode 

e 

Fig. 1 Flow of four mask quasi-sefjaligned SAT silicon bipolar tran- 
sistor process 

Shown are device cross-sections at critical processing steps 
a Photomask step 
b Dry etching, boron implantation 
c Emitter shield mask definition 
d Arsenic ion implantation to create N + + contacts 

. e TiW/Au metallisation 
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