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Abstract 

This paper presents a comprehensive procedure to de- 
sign multimedia storage systems for on-demand playback. 
The design stresses effective utilization of disk bandwidth 
with minimal data buger to minimize overall system costs. 
The design procedure is most distinctive in the following 
two aspects: 

1 .  It bases on a tight upper bound of the lumped disk seek 
time for the Scan disk scheduling algorithm to achieve 
effective utilization of disk bandwidth. 

2 .  It starts with a general two-level hierarchical disk 
array structure to derive the optimal configuration for 
specQC requirements. 

1 Introduction 

Tn recent years, the design of mass storage systems 
for multimedia applications has become an active re- 
search topic [ l ,  2, 3, 4, 5 ,  131. One of the most im- 
portant applications of multimedia storage systems is on- 
demand playback of video or high-quality audio programs 
[3,4,6,7,8,9,10,11,12,131. h ondemandplaybackap- 
plications, the storage system supports concurrent retrieval 
of continuous video or audio programs requested by a large 
number of clients. Such applications impose two major 
challenges to mass storage system design: 

1. High data retrieval bandwidth - 
The data retrieval bandwidth required by such appli- 
cations is particularly high due to a large number of 
clients. 

This research was sponsored in part by the National Science Council 
of R.O.C. under grant NSC 83-0408-E-002-002. 

2. Real-time, continuous transfer of data - 
The system must guarantee uninterrupted service to 
each client. 

In order to meet these two challenges with minimal sys- 
tem costs, the designer must develop appropriate data place- 
ment and retrieval strategies so that VO bandwidth of the 
storage devices is effectively utilized with minimal amount 
of data buffer. Here, effective utilization of storage device 
bandwidth means that the number of storage devices re- 
quired to provide sufficient VO bandwidth is minimized. 
In addition to the number of storage devices, another fac- 
tor that contributes to overall system costs is the size of 
data buffer. In ondemand playback applications, certain 
amount of data buffer is needed to guarantee real-time, un- 
interrupted transfer of data to each client. It is the designer's 
desire to minimize the amount of data buffer required. 

The studies reported in [4,91 represent the very first ef- 
forts to tackle the disk scheduling problem in multimedia 
storage design. The main deficiency of the early efforts is 
that utilization of disk bandwidth is extremely ineffective. 
The disk head needs to sweep across entire &sk surface 
in order to read just one file block of data, or in another 
term, one retrieval unit of data. Yu, Chen and Kandlur[ 1 11, 
then, proposed the Grouped Sweeping Scheme (GSS) to 
improve disk bandwidth utilization. However, Yu, Chen, 
and Kandlur used a linear model for disk seek time. Ac- 
cording to Ruemmler and Wilkes[ 141, a linear model could 
lead to a wide range of deviation. In multimedia storage 
system design, this means that disk bandwidth would not 
be effectively utilized since the designer would need to 
include a large margin to guarantee real-time constraints. 
Another important issue that has not been thoroughly stud- 
ied in previous literature is how disk arrays can be exploited 
in multimedia storage system design. 

This paper presents a comprehensive procedure to design 
multimedia storage systems for on-demand playback. The 
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design stresses effective utilization of disk bandwidth with 
minimal amount of data buffer. The design procedure is 
most distinctive in the following two aspects: 

1. It bases on a tight upper bound of the lumped disk seek 
time for the Scan disk scheduling algorithm to achieve 
effective utilization of disk bandwidth. 

2. It starts with a general two-level hierarchcal disk ar- 
ray structure to derive the optimal configuration for 
specific requirements. 

In the following part of this paper, section 2 discusses 
the general organization and operations of the proposed 
system. Section 3 elaborates the design process that leads 
to an optimal solution under a given system specification. 
Section 4 presents two design examples and discusses the 
effects of various design alternatives. Finally, section 5 
concludes the discussion of this paper. 

2 General organization and operations 

2.1 General organization 

Figure 1 depicts the general disk system architecture 
which the multimedia storage system proposed in th~s pa- 
per is based on. The entire disk system consists of two 
levels of disk arrays. In the first level, the low level, disks 
are grouped to form fine-grain disk arrays, e.g. level-3 
disk arrays [15]. The fine-grain disk array is then treated 
logically as an individual disk in the second level of the 
hierarchy to form a coarse-grain disk array structure, e.g. a 
level4 or level-5 disk array [ 151. Because playback opera- 
tions invoke no writes to the dlsks, we will purposely omit 
the parity data when we refer to the disk array structure 
shown in Figure 1. 

Figure 2 shows the general rule to place the file blocks, 
or retrieval units in another term, of a video/audio program 
in the disk system. In Figure 2, each drawn disk can be a 
single &sk or a low-level fine-grain disk array. Since the 
discussion here is about how file blocks are interleaved in 
the high-level of the disk array hierarchy, a low-level fine- 
grain disk array can be treated logically as an individual 
disk in this regard. 

Figure 2 shows that each disk is evenly partitioned into 
several regions. Each region is composed of a number of 
physically consecutive tracks. Disk partition is not manda- 
tory. If partition is not performed, then file blocks are 
placed in the disk system just like the normal case of a 
coarse-grain disk array. If disk partition is performed, then 
file blocks from each individual video/audio program are 
then interleaved in the disk system according to the follow- 
ing rule: 

file blocks with indices 

are placed in region IC of disk j ,  where M is the number 
of disks or low-level fine-grain disk arrays in the high-level 
coarse-grain disk array structure, R is the number of re- 
gions into whlch the disk is partitioned, I is any integer 
number larger than or equal to 0, j is the index of the disk 
and runs from 0 to M - 1, and IC is the index of the region 
andrunsfromOtoR- 1. 

The idea behind the development of the 2-level disk 
array architecture is to provide various design alternatives. 
As will be shown later in the paper, two systems with 
the same number of disks but different organizations will 
have different characteristics. The main distinctions are 
the amount of data buffer required and the maximum start- 
up latency, which is the maximum amount of time a new 
client needs to wait before the service begins. It is up to 
the designer’s decision to select one design altemative that 
best fits hidher needs. 

The reason behind performing disk partition is to reduce 
average seek time of disk accesses. The reason to round file 
block placement at one end of the disk is to optimize disk 
head movement. As will be shown later, when carrying out 
data retrieval, the disk head iteratively scans across disk 
surface in both directions to read file blocks from the active 
video/audio programs. Therefore, it makes sense to round 
file block placement at one end of the disk so that the data 
to be read next are immediately available when the disk 
head turns around. 

In the proposed multimedia storage system design, the 
basic storage unit is a disk track. That is, a file block(or 
retrieval unit) comprises one or more disk tracks from each 
of the disks in a fine-grain disk array. The reason behind 
adopting this practice is to eliminate rotation latency during 
disk accesses, which is one of the major overheads of disk 
accesses. If the disk features on-amval read-ahead 1141 and 
file blocks always start and end at disk track boundaries, 
then disk rotation latency can be completely eliminated. 

2RMI  + 2 j R +  k and2RMI + 2 j R +  (2R - k - 1) 

2.2 Disk operations 

The multimedia storage system proposed in this paper 
performs service by dividing the streams into a number of 
groups and making these groups access disks in an inter- 
leaved and synchronized manner. Let M denotes the num- 
ber of low-level fine-grain disk arrays in the disk system. 
Then, the system divides the streams into M groups with 
no group exceedmg a predetermined ceiling of number of 
streams. The ceiling is imposed to guarantee uninterrupted 
service to each client, i.e. to meet real time requirements. 
If there are more clients than the system can serve at one 
time, then the late comers must wait until some slots in 
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Multiple fine-grain disk arrays are grouped to form a coarse-grain disk array structure 

Figure 1: General disk architecture in the proposed multimedia storage system 
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Figure 2: File block placement strategy 

these groups become vacant, i.e. some clients terminate 
their accesses. 

The system divides the streams into M groups according 
to their starting times so that the M groups of streams access 
the M low-level disk arrays in an interleaved and rotatory 
manner. Two streams in the same group were adrmtted to 
the system either at the same time or at different times but 
with overlapped shifts. In the later case, these two streams 
access file blocks with an index offset equal to a multiple 
of (2 * R * M) simultaneously, where R is the number of 
regions into which the disk is partitioned into. On the other 
hand, two groups of streams never access the same disk at 
any given time. 

The M groups of streams accessdisks in a synchronized 
manner. That is, the M groups of streams access the same 
partition region in different low-level disk arrays at the 
same time. When the disk head scans across one partition 

region, the system retrieves one file block for each stream. 
Once the disk head has made a round trip across the disk 
surface, these M groups of streams rotate and start a new 
round of access. 

Figure 3 demonstrates a simple case of the disk access 
operation. In Figure 3, there are 4 streams and 2 disks. Each 
disk has two partition regions. According to the placement 
policy illustrated in Figure 2, file blocks with indices 

are stored in Disk 0 and file blocks with indices 

are stored in Disk 1, where I is an integer larger than or 
equal to 0. The 4 streams are divided into 2 groups so that 
while streams W and X are accessing Disk 0, streams Y 
and Z are accessing Disk 1, and vice versa. Furthermore, 
accesses performed by these two groups are synchronized. 
While stream W is accessing file block 8i + m from one 

81,81+ 1,81+ 2 ,8I  + 3, 

81 + 4,81+ 5 , 8 1 +  6 , 8 1 +  7, 
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Figure 3: An illustration of the disk access operation 

program and stream X is accessing file block 8 j  + m from 
another program, streams Y and Z are accessing file blocks 
(8k + m + 4) modulo 8 and (81 + m + 4) mod 8 from the 
other two programs, respectively. 

During the access operation, the system retrieves and 
buffers one file block for each stream when the disk head 
scans across one partition region. Later in time, when the 
disk head moves to next region, the system transmits the 
buffered data to the clients and buffers the incoming data 
in another area of the data buffer. With th~s practice, it is 
quite straightforward to figure out that the data buffer must 
be of size 

2 * (the size of a file block)* 
(the maximum number of streams allowed) 

The admission control mechanism in the proposed mul- 
timedia storage system is quite straightforward. A new 
client can be admitted only when vacant slots are available 
in one or more groups of streams. That is, some groups 
contain less streams than the permitted ceiling. However, 
even if vacant slots are available, a new client can not start 
its access until a group with vacant slots has rotated to the 
low-level disk array that contains file block 0. 

3 The design process 

This section elaborates a comprehensive procedure to 
determine the optimal disk system configuration for meet- 
ing a given specification. The primary optimization criteria 
are the effectiveness of disk bandwidth utilization and size 

of data buffer required. Here, let us use the symbols listed 
below in the subsequent discussion. 

0 N: denotes the total number of streams that the sys- 
tem can admit. Assume N is given by the system 
specification. 

0 R: denotes the number of regions into whch the disk 
is partitioned into. 

0 L: denotes the number of disks that each of the low- 
level, fine-grain disk arrays in the disk system hierar- 
chy contains. 

0 M: denotes the number of lower-level, fine-grain disk 
arrays or single disks that the high-level, coarse-grain 
disk array structure contains. 

0 G: denotes the maximum number of streams in each 
group. G is equal to N divided by M .  

0 S: denotes the number of bytes in a disk track. 

e U: denotes the number of disk tracks that a file block 
contains from each disk. The size of a file block is 
equal to U times S times L. 

0 a: denotes the ratio of disk bandwidth utilization that 
the designer wants to achieve. 

0 T o :  denotes the worst-case overhead when the disk 
head scans across one disk partition region and makes 
G disk accesses. T o  contains two components. The 
first component is the worst-case lumped sum of seek 
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time. The second component is due to other system 
overheads for making G disk accesses such as com- 
mand issuing, bus initialization, and data transfer. It 
is assumed here that the disk features on-arrival read- 
ahead and file blocks always start and end at disk track 
boundaries. As a result, disk rotation latency is com- 
pleted eliminated. 

T,.: denotes the time of one disk revolution. 

T,: denotes the time that the disk head takes to switch 
from one track to an adjacent track. T, is often called 
track switching time. 

Bd: denotes the sustained bandwidth of the disk. It 
is the bandwidth observed when the disk continues to 
read data out from consecutive tracks. 

B,:  denotes the data bandwidth required by each 
stream. 

The system design is based on the disk system architec- 
ture depicted in Figure 1. The basic idea behind the system 
design is to achieve effective utilization of disk bandwidth 
by minimizing the percentage of time the access overhead, 
T o  defined above, accounts for. In other words, we should 
make the disk system spend most of time in retrieving data 
rather than moving disk heads around. 

The design process starts with given N ,  a, Bd. and 
B, .  The first question that the designer needs to answer 
is at least how many disks are needed. An approximate 
answer to this question can be easily obtained by solving 
the following inequality: 

D * B d L N * B , ,  (1) 

where D is the number of disks required. 
The next issue is to figure out how the disks should be 

configured and organized. This issue concem (1) how 
many regions into which the disk is to be partitioned, i.e. R 
defined above, and (2) how these disks should be grouped 
to form a disk array structure as depicted in Figure 1. The 
design procedure presented in the following proceeds with 
a pre-determined value of R. The designer may need to 
go through the design procedure a few times with various 
values of R in order to determine the optimal configuration 
that meets the system requirements, i.e. simultaneously 
serving N streams with each requiring B , data bandwidth. 

With the value of R pre-determined, the designer can 
derive a formula for computing To defined above. T o  
contains two components: (1) the maximum lumped sum 
of seek time and (2) the overhead due to other system 
operations such as command issuing, bus initialization, and 
data transfer. The overhead due to other system operations 
for making one disk access can be modeled by a fixed 

worst-case lumped sum and is denoted by T 1 here. The 
maximum lumped sum of seek time is a function of the 
number of cylinders in one disk partition and the value of 
G defined above. 

According to an article by Ruemmler and Wilkes [14], 
the disk seek time can be accurately modeled by 

(2) 
{ c l + c ~ &  i f d < C  

if d > C ,  
seek time = 

c3 + c4d 

where C is a constant d e h g  the boundary of the two 
formulas above and d is the distance of &sk head movement 
in number of cylinders. Mathematically, it can be proved 
that the maximum lumped seek time occurs when the G 
slops during a scan are evenly apart (See Appendix A). 
Accordmgly, the designer derives the following formula 
for computing To:  

T o  = 

(3) 

where do is the number of cylinders in a partition region 
divided by G + 1. Note here that, when the disk head scans 
across a partition region and carries out G disk accesses, 
the disk actually makes G + 1 seeks. 

Given equation (3), the designer now needs to work out 
combinations of G, L, and U that satisfy the following two 
inequalities: 

(G + 1) * (CI + CZ&) + G * T I  if do I C ,  
if do > C, { (G + 1) * (c3 + C4d0) + G * T I  

To 5 (To + G *  (U  *Tr + ( U -  1) * T s ) )  * (1 - a )  (4) 

B,*(TO+G*(U*T,+(U-l)*T,))  5 L * U * S  ( 5 )  

Inequality (4) guarantees the desired level of disk band- 
width utilization is acheved. Meanwhile, inequality ( 5 )  
guarantees uninterrupted service of video/au&o programs. 

Altogether, there are three variables G, L, and U in 
equation (3) and inequalities (4) and ( 5 ) .  The designer can 
write a computer program to figure out possible combina- 
tions of G, L, and U values that satisfy inequalities (4) and 
( 5 )  and select the one that best matches hisher needs. A 
note here is that the program should automatically exclude 
some combinations with unreasonable large values of L 
and U since the size of data buffer required is 

For each combination of G, L, and U values derived 
above, the designer can easily conclude the number of the 
lower-level, fine-grain disk array groups needed by com- 
puting the minimum value of M that makes the following 
inequality satisfied 

M * G > N  

461 



The designer also can conclude that the total number of 
disks needed is 

L * M  

and the size of data buffer required is 

Rotation speed 

In addition to the number of disks and the size of data 
buffer, another important issue is the maximum start-up 
latency. In the worst case, a new client needs to wait until 
a stream group with vacant slots rotates to the low-level 
fine-grain disk array that contains file block 0. Therefore, 
the maximum start-up latency is 

4" 

2 * M  * R* (TO + G * (U * T ,  + (U - 1) *T,)) .  

No. of tracks 

The discussion so far is under a given value of R. The 
designer may repeat the design procedure with various val- 
ues of R and then select an altemative that best fits hisher 
demands. 

9953 

4 Design examples and evaluation 

This section presents two design examples to illustrate 
the design process and discusses the effects of different 
design altematives. In the first example, the designer is 
requested to design a system that can handle 40 clients 
with each requiring 200 Kbytes of data per second. Assume 
the designer wants to achieve disk bandwidth utilization of 
more than 80%. 

Table 1 gives the specification of the hard disk. The 
parameters listed in Table 1 are from a calibration of the 
Hp 97560 hard &sk carried out by Ruemmler and Wilkes 
[ 141. The seek time of the disk is modeled by 

(6) 
3.24+ 0.400& if d 5 383 
8.00+ 0.008d if d > 383, seek time = 

where d is the &stance of disk head movement in number 
of cylinders and the unit of time is millisecond. The system 
overhead, i.e. TI addressed above, is modeled by a fixed 
amount of 2 milliseconds 

Table 2 summaries the resources required and maximum 
start-up latency for various design altematives. Accord- 
ingly, the designer can select an altemative that best fits 
hisfher demands. An observation is that, by increasing the 
R value, the designer can reduce the size of data buffer 
at the price of increasing the maximum start-up latency. 
Also, by increasing the L value, the designer can reduce 
the maximum start-up latency at the price of increasing the 
data buffer size. In short, it is the designer's choice to select 
a configuration that most matches his/her needs. 

disk bandwidth 

Table 1: Hard disk Specification. 

Finally, the designer can evaluate the design by compar- 
ing the number of disks needed with the theoretical lower 
bound. By calculating 

40 * 200KBvtes 
2.17MBytes per second ' 

the designer figures out that at least 4 disks are needed. 
In the second example, the designer is requested to de- 

sign a system that can handle 25 clients with each requiring 
100 Kbytes of data per second. Assume the designer wants 
to achieve disk bandwidth utilization of higher than 80%. 

In this example, Magneto-Optical(M0) disks, instead 
of conventional hard disks, are used. Table 3 gives the 
specification of the MO disk. The system overhead, i.e. 
T I  addressed above, is modeled by a fixed amount of 2 
milliseconds. The seek time of the MO disk is modeled by 

21.9 + 0.0076d if d 5 2500 
30.9 + 0.0040d if d > 2500, (7) seek time = 

where d is the distance of disk head movement in number of 
tracks and the unit of time is millisecond. In this example, 
piecewise linear equations, rather than the general form 
used in the first example, are used to model seek time. 
Since the first order difference function of the seek time 
modeling function is a monotonically decreasing function, 
Theorem 1 of Appendix A applies. 

No. of sectors per track 

Track switching time 

disk bandwidth 

Table 3: MO disk Specification. 

Table 4 summaries the resources required and maximum 
start-up latency for various design altematives. In this 
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R=4, L=2 4 I 28,800KBytes I 28.43 seconds 
R=4, L=4 1 40 I 4 11 4 I 46,080KBytes 1 22.89seconds 

Table 2: Design altematives of the first design example. 

examples, the three altematives with L = 2 consistently 
give mferior designs, in terms of hardware costs and the 
maximum start-up latency, to the three altematives with 
L = 4. Therefore, the designer can exclude the three 
altematives with L = 2. For the remaining alternatives, 
if the designer wants to minimize the number of disks, 
then he/she should choose from the three alternatives with 
L = 4. If the designer wants to have a small data buffer, 
then he/she should choose from the three alternatives with 
L = 1. For the three altematives with the same L value, the 
tradeoff is between the size of data buffer and the maximum 
start-up latency. 

The designer finally can evaluate the design by compar- 
ing the number of disks needed with the theoretical lower 
bound. By calculating 

25 * lOOKBytes 
679KBytes per second ’ 

the designer figures out that at least 4 disks are needed. 

5 Conclusion 

This paper discusses the design of multimedia storage 
systems for on-demand playback. The design stresses ef- 
fective utilization of disk bandwidth with minimal data 
buffer to minimize overall system costs. The design proce- 
dure is most distinctive in the following two aspects: 

1. 

2. 

It bases oil a tight upper bound of the lumped disk seek 
time for the Scan disk scheduling algorithm to acheve 
effective utilization of disk bandwidth. 

It starts with a general two-level hierarchical disk ar- 
ray structure to derive the optimal configuration for 
specific requirements. 

The design procedure is simple and effective in the sense 
that the designer can easily work out a few design altema- 
tives and then select the one that best fits his/her require- 
ments according to the hardware resources required and 
other concems such as maximum start-up latency. 
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Appendix A 

Here, we will present a tight upper bound of lumped disk 
seek time for the Scan disk scheduling algorithm based on 
an accurate disk seek time model[l4]. The general form of 
the model is 

(8) 
{ cl+c2& i f d i D  

if d > D seek time = 
c3 + c4d 

where D is a constant defining the boundary of the two 
formulas above and d is the distance of the seek in number 
of cylinders. A complete mathematical proof can be found 
in [ 161. Here, we just present the basic idea of the proof. 
hi the subsequent discussion, N +  denotes the set of all 
positive integers and R denotes the set of all real numbers. 

Lemma 1 Leth : N +  + Rbeafunction with h ( i )  2 h ( j )  
fora l l i , j  E N+andi  < j .  Then,foranno E N+andtwo 
series of positive integers 1 1 ,  r 2 ,  . . . , 1, and m 1, m2, . . . , m4 
,we have 
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Table 4: Design alternatives of the second design example. 

Q a 

Proof: Since h(i)  2 h ( j )  for all i , j  E N +  and i < j ,  
we have 

P 

i=l k=l i=l 
V a 

i=l j=1 

9 

j = 1  j=1 k=l 
0 

Lemma 2 Let f : N +  + R be a function and f ' (n )  = 
f ( n  + 1) - f (n)  for all n E N + .  I f  f ' ( 2 )  2 f ' ( j )  for all 
i < j , then for a positive integer no and a series of integers 

d l ,  d z ,  . . . , d, with di  = 0 and no + di  2 1 for all d i ,  

we have 

8 

i= 1 

8 

s f ( n o )  L f(no + di )  
i= 1 

Hint: Without loss of generality, assume 
d l , d z , .  . . , d p  < Oanddp+l,dp+2,. . . , d ,  2 0. 
Let 

q = s - p ,  

mj =dp+j for 1 s j  5 q. 
1 .  a -  - - d .  t f o r l L i l p ,  

Then, apply Lemma 1. 
Please see [I61 for a complete proof. 

Lemma 3 Let f : N +  + R defned by 

c1 +c~t/;;: i f  n I DO 
c3 +c4n i f  n > DO 

be a monotonically increasingfunction used to model hard 
disk seek time, where n is the distance of the seek in number 
of cylinders, and D 0 is a positive integer. Then, we have 

f'(i) 2 f'(j) for all i < j ,  

where f ' (n) = f (n + 1) - f ( n )  

Proof: Please see [I6]. 

Theorem 1 Ifa disk head scansacrossa region of C cylin- 
ders and makes ( s  - 1 )  stops, then the lumped seek time is 
maximized when the ( s  - 1 )  stops are evenly apart by CIS. 
Here, it is assumed that C is a multiple of s. 

Proof: Let no = C/s and d l , d z , .  . . ,d, be a series of 

integer with di  = 0 and no + d ,  2 1 for all 1 5 a 5 s. 

Let f : N +  + R be a function of the generalform shown in 
Lemma 3 that models the disk seek time. Then, by Lemmas 
2 and 3,  we have 

8 

i=l 

8 

s f ( n O )  L f (no  + d i ) .  
a= 1 

This means the lumped seek time is maximized when the 
( s  - 1 )  stops are evenly apart by C/s. 0 

In Theorem 1 above, it is assumed that C is a multiple 
of t. If it is not the case, then the designer can use [C/tl 
instead to calculate the maximum lumped seek time. 
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