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ABSTRACT

Automatic summarization and information extraction
are two important Internet services. MUC and
SUMMAC play their appropriate roles in the next
generation Internet. This paper focuses on the
automatic summarization and proposes two different
models to extract sentences for summary generation
under two tasks initiated by SUMMAC-1. For
categorization task, positive feature vectors and
negative feature vectors are used cooperatively to
construct generic, indicative summaries. For adhoc
task, a text model based on relationship between
nouns and verbs is used to filter out irrelevant
discourse segment, to rank relevant sentences, and to
generate the user-directed summaries. The result
shows that the NormF of the best summary and that
of the fixed summary for adhoc tasks are 0.456 and
0.447. The NormF of the best summary and that of
the fixed summary for categorization task are 0.4090
and 0.4023. Our system outperforms the average
system in categorization task but does a common job
in adhoc task.

1. INTRODUCTION

Towards the end of the 20™ century, the Internet
has become a part of life style. People enjoy Internet
services from various providers and these ISPs
(Internet Services Providers) do their best to fulfill
users’ information need. However, if we investigate
the techniques used in these services, we will find out

that they are not different from those used in
traditional Information Retrieval or Natural
Language Processing. However, the cyberspace
provides us an environment to utilize these
techniques to serve more persons than ever before.

The members under the leadership of Professor
Hsin-Hsi Chen of Natural Language Processing Lab.
(NLPL) in Department of Computer Science and
Information  Engineering,  National = Taiwan
University have dedicated themselves in researches
of NLP for many years. The research results have
been reported in literature and received the reputation
from colleagues of NLP field. Many systems for
various NLP applications have been developed,
especially for Chinese and English. Some systems
could be accessed directly via WWW browsers. For
example, an MT meta-server [1] provides an online
English-to-Chinese translation service. (http://nlg3.
csie. ntu.edu.tw/mtir/mtir.html)

Language & Information Processing System Lab.
(LIPS) in Department of Library and Information
Science, National Taiwan University also devotes
itself in researches of language, information and
library sciences. Chen and Chen [2] proposed hybrid
model for noun extraction from running texts and
provided an automatic evaluation method. Chen 3]
proposed a corpus-based model to identify topics and
used it to determine sub-topical structures.



Generally speaking, we are capable of dealing with
numerous NLP applications or apply NLP techniques
to other applications using our current research
results. The two laboratories think that current
Internet services are not enough for the people living
in the next century. At least, two kinds of services are
important and crucial in the 21 century: one is the
information extraction; the other is automatic
summarization.

Information Extraction (IE) [4] systems manage to
extract predefined information from data or
documents. What kind of information is appropriate
is a domain-dependent problem. For example, the
information conveyed by business news and by
terrorism news is very different. As a result, the
predefined information plays an important role in IE.
systems. In fact, the predefined information is the
so-called metadata [5]. The joint efforts on IE and
metadata will benefit both sides.

Automatic summarization is to use automatic
mechanism to produce a finer version for the original
document. Two possible methodologies could be
applied to constructing summaries. The first is to
extract sentences directly from texts; the second is to
analyze the text, extract the conceptual representation
of the text, and then generate summary based on the
conceptual  representation. No matter what
methodology is adopted, the processing time should
be as little as possible for Internet applications.

As we mentioned above, information extraction
and automatic summarization are regarded as two
important Internet services in the next century.
Therefore, we take part in MET-2 and SUMMAC-1
for the respective purposes. In this paper, we will
focus on the tasks of SUMMAC-1 and the details of
MET-2 can be referred to the paper presented in
MET-2 Conference [6].

This paper is organized as follows. Section 2
discusses the types of summaries and their functions.
In addition, the tasks of SUMMAC-1 and the
corresponding functions to the traditional summaries
are also described. Sections 3 and 4 propose the
models to carry out the categorization task and adhoc
task, respectively. The method for extracting feature
vectors, calculating extraction strengths, and
identifying discourse segments are illustrated in
detail in the two sections. Section 5 shows our results
in summary and compares with other systems.
Section 6 gives a short conclusion.

2. SUMMARY AND SUMMAC-1 TASKS

In general, summarization is to create a short
version for the original document. The functions of
summaries are shown as follows [7]:

® Announcement: announce the existence of the

original document

@® Screening: determine the relativeness of the
original document

@ Substitution: replace the original document

® Retrospection: point to the original document

A summary can be one of four types, i.e., indicative
summary, informative summary, critical snmmary,
and extract. Indicative summaries are usually of
functions of announcement and screening. By
contrast, informative summaries are of function of
substitution. It is very difficult to generate critical
summaries in automatic ways. Extract can be of
announcement, and replacement. In general, all of the
four types of summaries are retrospective.

The most important summary types are indicative
summary and informative summary in the Internet
environment. However, for researchers devoting
themselves in automatic summarization, the common
type of summary is extract. This is because the
extract is produced through extracting the sentences
in the original document and this is an easier way to
produce a summary. But, how to make extract
possess the functionality of informative summary and
that of indicative summary? A common way is to
produce a fix-length extract for indicative summary
and to produce a best extract for informative
summary. That is the also two different summaries
underlying the tasks of SUMMAC-1.

SUMMAC-1 announces three tasks for automatic
summarization: the first is categorization task; the
second is adhoc task; the third is Q&A task. These
three tasks have their own designated purposes. As
the SUMMAC-1 design, ‘the tasks address the
following types of summaries:

® (Categorization: Generic, indicative summary
® Adhoc: Query-based, indicative summary
® Q&A: Query-based, informative summary

Although the definitions shown above are not the
same as we talk about in previous paragraph, this will
not interfere the development of an automatic
summarization system.

Because we have many experiences in applying
language techniques to dealing with the similar tasks
[3, 8], we decide to take part in Categorization task
and Adhoc task after long discussion. The reasons
are described as follows. For an application in the
Internet environment, to provide introductory
information for naive users is very important. It is
very suitable to use generic indicative summaries to
fulfill this function. However, the users have their
own innate knowledge and they want that the
generated summary is relative to the issued query at
times. Therefore, the two different needs are fulfilled
as the first and the second tasks initiated by
SUMMAC-1. As to the third task, Q&A, we think
that it is much more relative to the information



extraction. It can be resolved in association with IE
as a part of MUC’s tasks.

3.CATEGORIZATION TASK

As the call for paper of SUMMAC-1 says, the goal
of the categorization task is to evaluate generic
summaries to determine if the key concept in a given
document is captured in the summary. The
SUMMAC-1 documents fall into sets of topics and
each topic contains approximately 100 documents.
The task asks summarization systems to produce
summary for each document. The assessor will read
the summary and then assign the summary into one
of five topics or the sixth topic, ‘non-relevant’ topic.

The testing set of documents consists of two
general domains, environment and global economy.
Each domain in turn consists of five topics and each
topic contains 100 documents. As a result, these
documents could be regarded as the positive cues for
the corresponding topic. By contrast, documents of
other topics could be treated as the negative cues for
the topic under consideration. The training stage and
the testing stage are described in the following
paragraph.

For each topic, the following procedure is
executed in the training stage.

(1) Screen out function words for each document

(2) Calculate word frequency for current topic as
positive feature vector (PFV)

(3) Calculate word frequency for other topics as
negative feature vector (NFV)

The testing stage is shown as follows.

(1) Exclude function words in test documents

documents

(3) Use PFV and NFV of the identified topic to rank
sentences in test documents

(4) Select sentences to construct a best summary

(5) Select sentences to construct a fixed-length
summary

Based on this line, the approach for summary
generation under the categorization task could be
depicted as Figure 1 shows.

Step (1) in training stage and testing stage are to
exclude function words. A stop list is used as this
purpose. A stop list widely distributed in the Internet
and another list collected by us are combined. The
resultant stop list consists of 744 words, such as abaft,
aboard, about, above, across, afore, after, again,
against, ain't, aint, albeit, all, almost, alone, along,
alongside, already, also, although, always, am, amid,
and so on.

Steps (2) and (3) in training stage regard the
document collection of a topic as a whole to extract
the PFV and NFV. Firstly, the document collection of
a topic is thought as the pool of words. Step (2)
calculates the frequency of each word in this pool
and screens out those words with frequency lower
than 3. Step (3) repeats the same procedure. However,
this time the pool consists of words from document
collections of other topics. After normalization, two
feature vectors PFV = (pw,, pwy, pw, ..., pw,) and
NFV = (nwy, nw,, nws, ..., nw,) are constructed to be
unit vectors. The PFV and NFV are used to extract
sentences of document and those extracted sentences
consist of the summary. The idea behind this
approach is that we use documents to retrieve the
strongly related sentences in parallel to IR system use
query sentence to retrieve the related documents.

(2) Identify the appropriate topic for testing
Documents \ Documents
\—’f— Training
l Module
Topic 1 Other Topics ’J
-

[\

Positive
Feature
Vector

Negative
Feature
Vector

Figure 1. The Training Procedure for Categorization Task



Step (2) in testing stage is to identify which topic
the testing document belongs to. The PFVs and the
NFVs are used to compare with testing documents.
Assume that the testing document D consists of dw,,
dw,, dw;,..., and dw, words, i.e., D = (dw,, dw,,
dws, ..., dw,) and there are m pairs of PFV and NFV.
The following equation is used to determine that the
Pth topic is best for the document under
consideration.

i =argmax(sim(PFV., D) — sin{NFV,, D))

ISism
The similarity shown in the following is measured by
inner product.

sim(PFV ,D) = i(pw; x dw)

j=l

While the topic is determined, Step (3) uses the
corresponding PFV; and NFV; to select sentences in
the document. Whether a sentence S = (sw;, sws,
swWs, ..., Sw,) is selected as part of a summary
depends on the relative score shown as follows. The
similarity is also measured by inner product.

RS(S) = sim(PFV;, S)-sim(NFV;, S)

In Step (4), the ranked list of RSes is examined and
the maximal score gap between two immediate RSes
is identified. If the number of sentences above the
identified gap is between 10% to 50% of that of all
sentences, these sentences are extracted as the best
summary. Otherwise, the next maximal gap is
examined whether it is a suitable gap or not. Step (5)
Just uses the best summary generated in Step (4) and
makes a fixed-length summary according to the
SUMMAC-1 rule.

4. ADHOC TASK

Adhoc Task is designed to evaluate user-directed
summaries, that is to say, the generated summary
should be closely related to the user’s query. This
kind of summary is much more important for Internet
applications. We have devoted ourselves in related
researches for a long time. A text model based on the
interaction of nouns and verbs was proposed in [3],
which is used to identify topics of documents. Chen
and Chen [8] extended the text model to partition
texts into discourse segments.

The following shows the process of NTU’s
approach to adhoc task in SUMMAC-1 formal run.

(1) Assign a part of speech to each word in texts.

(2) Calculate the extraction strength (ES) for each
sentence.

(3) Partition the text into meaningful segments.

(4) Filter out irrelevant segments according to the
user’s query.

(5) Filter out irrelevant sentences based on ES.

(6) Generate the best summary.

(7) Generate the fixed-length summary from the
best summary.

Step (1) is used to identify the nouns and the verbs in
texts, which are regarded as the core words in texts
and will be used in Step (2). Step (2) is the major
stage in our approach and will be discussed in detail.

Generally speaking, each word in a sentence has
its role. Some words convey ideas, suggestions, and
concepts; some words are functional rather than
meaningful. Therefore, it is much more reasonable to
strip out these function words, while we manage to
model information flow in texts. Nouns and verbs are
two parts of speech under consideration. In addition,
a measure for word importance should be worked out
to treat each noun or verb in an appropriate scale. In
tradition, term frequency (TF) is widely used in
researches of information retrieval. The idea is that
after excluding the functional words, the words occur
frequently would carry the meaning underlying a text.
However, if these words appear in many documents,
the discriminative power of words will decrease.
Spack Jones [9] proposed inverse document
frequency (IDF) to rectify the aforementioned
shortcoming. The IDF is shown as follows:

IDF(w) = log(P-O(w))/O(w),

where P is the number of documents in a collection,
O(w) is the number of documents with word w.

Nouns and verbs in well-organized texts are
coherent in general. In order to automatically
summarize texts, it is necessary to analyze the factors
of composing texts. That is, the writing process of
human beings. We use four distributional parameters
to construct a text model:

® Word importance
® Word frequency

® Word co-occurrence
® Word distance

The following will discuss each factor in sequence.

The word importance means that when a word
appears in texts, how strong it is to be the core word
of texts. In other words, it represents the possibility
of selecting this word as an index term. The IDF is
chosen to measure the word importance in this paper.
In addition, the frequency of a word itself does also
play an important role in texts. For example, the
word with high frequency usually makes readers
impressive. The proposed model combines the two
factors as the predecessors did.

If a text discusses a special subject, there should be
many relative words together to support this subject.
That is to say, these relative words will co-occur
frequently. From the viewpoint of statistics, some
kind of distributional parameters like mutual
information [10] could be used to capture this
phenomenon.



Including the distance factor is motivated by the
fact that related events are usually located in the
same texthood. The distance is measured by the
difference between cardinal numbers of two words.
We assign a cardinal number to each verb and noun
in sentences. The cardinal numbers are kept
continuous across sentences in the same paragraph.
As a result, the distance between two words, w; and
w,, is calculated using the following equation.

D(wy,wy) = abs(C(w;)-C(w»)),
where the D denotes the distance and C the cardinal

number.

Consider the four factors together, the proposed
model for adhoc task is shown as follows:

CS(n) = pnx SNN(n)+ pvx SNV (n)

CS is the connective strength for a noun n, where
SNN denotes the strength of a noun with other nouns,
SNV the strength of a noun with other verbs, and pn

and pv are the weights for SNN and SNV, respectively.

The determination of pn and pv is via deleted
interpolation {11] (Jelinek, 1985). The equations for
SNV and SNN are shown as follows.

SNV (i) = Z IDF (ni)x IDF (vi)x f(ni,vj)

y; Sf(ni)yx f(vi}x D(ni, vi)
SNN (m) = Z IDF (ni) x IDF (nj)x f(ni,n))
7 i) x f(m)x D(ni,ni)
Sfw,w) is the co-occurrence of words w; and w;, and
Aw) is the frequency of word w. In fact,
Swiw)[Aw)xflw;) is a normalized co-occurrence
measure with the same form as the mutual
information.

When the connectivity score for each noun in a
sentence is available, the chance for a sentence to be
extracted as a part of summary can be expressed as
follows. We call it extraction strength (ES).

ES(S)= Y. CS(n)/m>

=t

where m is the number of nouns in sentence Si.

Because texts are well organized and coherent, it is
necessary to take the paragraph into consideration for
summary generation. However, the number of
sentences in paragraphs may be one or two,
especially in newswire. It is indispensable to group
sentences into meaningful segments or discourse
segments before carrying out the summarization task.
Step (3) is for this purpose. A sliding window with
size W is moved from the first sentence to the last
sentence and the score for sentences within the
window is calculated. Accordingly, a series of scores
is generated. The score-sentence relation determines
the boundaries of discourse segments. Figure 2
shows aforementioned process and how to calculate
the scores. The window size W is 3 in this
experiment.

While discourse segments are determined, the
user’s query is used to filter out less relevant
segments. This is fulfilled in Step (4). The nouns of a
query are compared to the nouns in each segment and
the same technique for calculating SNN mentioned
above is used [8]. As a result, the precedence of
segments to the query is calculated and then the
medium score is identified. The medium is used to
normalize the calculated score for each segment. The
segments with normalized score lower than 0.5 are
filtered out.

w
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" Figure 2. Determination of discourse segments

Step (5) is to filter out the irrelevant sentences in the
selected segments in Step (4). The ES of each
sentence calculated in Step (2) is used as the ranking
basis, but the ES of first sentence and that of the last
sentence are doubled. Again, the medium of these
ESes is chosen to normalize these score. The
sentences with normalized score higher than 0.5 are
selected as the best summary in Step (6). Because the
length of fixed-length summary cannot exceed the
10% of the original text, Step (7) selects the top
sentences that do not break this rule to form the
fixed-length summary.

5. EXPERIMENT RESULTS

In general, the results are evaluated by assessors,
and then measured by recall (R), precision (P),
F-score (F) and the normalized F-score (NormF).
Table 1 shows the contingence table of the real
answer against the assessors.

Given Answer by Assessors
Real TP FN

Answer FP TN

Table 1. Contingence Table

The meanings of TP, FP, FN, and TN are shown in
the following:

® TP : Decides relevant, relevant is correct = true
positive

® FP : Decides relevant, relevant is incorrect = false
positive
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Figure 3. The performance of our system

® FN : Decides irrelevant, relevant is correct = false
negative

® TN : Decides irrelevant, irrelevant is correct =
true negative

The aforementioned measures for evaluation based
on Table 1 are shown in the following:

@ Precision (P) = (TP/(TP+FP))
® Recall (R) = (TP/TP+FN)
® F-score (F) = 2*P*R/(P+R))

Each group could provide up to two kinds of
summary. One is the fixed-length summary and the
other is the best summary. In order to level off the
effect of length of summary, compression factor is
introduced to normalize the F-score.

® Compression (C) = (Summary Length/Full Text
Length)
® NormF = ((1-C)*F)

Table 2 shows the result of our adhoc summary
task. Table 3 shows the result of our categorization
summary task. The NormF of the best summary and
that of the fixed summary for adhoc tasks are 0.456
and 0.447, respectively. In comparison to other
systems, the performance of our system is not good.
One reason is that we have not developed an
appropriate method to determine the threshold for
selection of sentence. Besides, we are the only one
team not from Indo-European language family. This
maybe has some impacts on the performance.
However, considering the time factor, our system
perform much better than many systems.

The NormF of the best summary and that of the
fixed summary for categorization task are 0.4090 and
0.4023, respectively. Basically, this task is like the
traditional categorization problem. Our system
performs much well. However, there is no significant
difference among all participating systems.

C.FSF

C.NFF

Table 4 shows our system’s performance against
average performance of all systems. Although some
measures of our performance are worse than that
those of the average performance, the difference is
not very significant. In categorization task, we
outperform the average performance of all systems.
Table 5 is the standard deviation of all systems.
Essentially, the difference of all systems is not
significant. Figure 3 shows each measure of
performance for our system. Figure 4 shows our

system against the best system.

A.FSB F-Score Best summary 0.6090
ANFB NormF Best summary 0.4560
A FSF F-Score Fixed summary | 0.4850
ANFF NormF Fixed summary | 0.4470
Table 2. Result of Adhoc
C.FSB F-Score Best summary 0.5085
C.NFB NormF Best summary 0.4090
C.FSF F-Score Fixed summary | 0.4470
C.NFF NormF Fixed summary | 0.4023
Table 3. Result of Categorization
AFSB -0.040 C.FSB +0.0045
A.NFB -0.064 C.NFB +0.0140
A.FSF -0.054 C.FSF +0.0120
ANFF -0.067 C.NFF -0.0057
Table 4. Performance against Average
AFSB 0.0451
ANFB 0.0420
AFSF 0.0438
ANFF 0.0379
C.FSB 0.0203
C.NFB 0.0202
C.FSF 0.0211
C.NFF 0.0182

Table 5. Standard Deviation of All systems
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Figure 4. Comparison with the best participant

SUMMAC also conducts a series of baseline
experiments to compare the system performance.
From the report of these experiments, we find that for
categorization task, the fixed-length summary is
pretty good enough. For adhoc task, the best
summary will do the better job. Another important
finding is that the assessors are highly inconsistent.
How to find out a fair and consistent evaluation
methodology is worth further investigating.

6. CONCLUDING REMARKS

This paper proposes models to generate summary
for two different applications. The first is to produce
generic summaries, which do not take the user’s
information need into account. The second is to
produce summaries, while the user’s information
need is an important issue. That is to say, the
automatic summarization system interacts with users
and takes user’s query as a clue to produce
user-oriented summaries. In addition, our approach is
extract-based, which generates summaries using the
sentences extracted from original texts. For the
categorization task, the positive feature vector and
the negative feature vector trained from the
SUMMAC-1 texts are used as the comparative basis
for sentence selection to produce generic summaries.
As to adhoc task, the ES of each sentence is
calculated based on the interaction of nouns and
verbs. Then, the nouns of a query are compared with
nouns in sentences and the closely related sentences
are selected to form the summary. The result shows
that the NormF of the best summary and that of the
fixed summary for adhoc tasks are 0.456 and 0.447,
respectively. The NormF of the best summary and
that of the fixed summary for categorization task are
04090 and 0.4023, respectively. Our system
outperforms the average system in categorization
task but does a common job in adhoc task. We think
that there are many further works to be studied in the
future, e.g., extending the proposed approach to other
languages, optimizing parameters of the proposed

model, investigating the impact of errors introduced
in tagging step, and developing a appropriate method
to setup the threshold for sentence selection.
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EOBTRE  @BEXHTBRTUERA—E
BREGIH ERA-BTXHEAHK > TH
Wit AR ENKRESRE -2 RES
AT BRAERE—ETITH  HHLEKE-K
BARYXERAEREMAHHELGL -

AXWBRAEBRRERE —FERA
PHOTXATHE LG - HEAROLRIH
A oA — RS T 4 TR ERE e AR
2E - URFP(LE -~ LENH(LH ~ $3H)

B R HRELE T X LB GG
Ao BOBEHANEHERRTREILGETH
BoHAERBERI T BhAFOT
Bl THRAAXLARITHES  £FX
tERBER HHELARARE -

UF &G BERGABSFHARA - 4
MR ey XBRIE S ~ R EARA R RIRAE ~ 37
HFR S BREOASEXREEOTHRER -

12 HEHHETH

— R ETRBRHEG RIS B I
(indicative) ~ " & 4R 4t ; (informative) ; KK
BB Bk F kA% A T 8 E | (extraction) " #
# | (abstraction) ; RKBHEHR R FRAF R
BAARE #Bah T —&l, & TERAEE
%‘fi_] &y e

EFEEEEMOIHRCHEEXNHRET
AAMEE BATHRA THTEHE EXEMH
BEERUL—BEHAMRBAHIE LR
AHANT RN REEMEXtOTER
WEE - REERBAITENY [T MRS
g @ FREFARRAX)TRE
FE2RBXEERG Mz h THE E2EHT
BRWMBXAEHEEER  TEAROZHE

REGHELEN > EHBERBS "M%
EREERIBAFA AL EERAET LAY
WEBL TEREREN, HBE H-&K
XHATRE&HBAGANGHER BT — MK
5 #Z(Hovy, 1998) -

BESWM X ARMBRR  —ARETH
E #4 & &k (linguistic) ~ — B R B S MHEHE KR
(conceptual) ; #& 3§ Hovey #u Lin, 1998 $Z i &9 5¢
EAHEHRBRAGCR Z & T ERAHN
X RANE 352 % 4 <Hovey and Lin, 98>~ § —
BB ER B HEEEM - & oK (ue
phrases) ~ EF HRAE - THEHRFLXL
P OBNEBELRRAOTN R=MEATE



A ZMET - HRAEALE - G Ta&E it
I BAMAME RGER - FRERA
R HEZME o G4 A AL A0
FREFHEELABMAEBS REXLEHFATE
AEWER EFRSRREAIXXAEGFTR
BRAFH R BAE SR o A& S ] BT
iR % AReY ~ TR IR B -

ExRze THE, B "% MAER
BHA S —MERSRS MEXRYHEMEASE
A2 o

WP EZRENIERAT —FAEAEBS
#%&(concept symbol) ~ B#HE E A 4 e
BAME R EHEMMESIH  LREFAL
TEAMARR - HIRMAR - THEMHER
R ELETERREMRBLA -

AR

v

FTHMESA

v

WeEAL KA

Figl-1 & & 4 = F5&

B L3 EROARRRETLE —B&
gt B FEmEGHRESZHFERY
HEABROIHHAFBANGN S it
A ] x4t x & (genre) 45 SR R & S AR SE
% # (System-Functional Linguistics > ff #
SFL) - % # # #% ¥ % (Rhetorical Structure
Theory * f§4% RST) ~ R4t# ¥ — X A(w a1
XA ERFEE R AN EE)RKE
— B XY (B EREGEERE) 95
2 54 % % (Jones, 1995) -

ARBEBENGBBER R BERSL

ERAERA £ 0 RA B RAER AR
FRE MM AAAXF R AMERE
4o 49385 F 4 SUHF 30 R ST AR 2R F L8 R 694K
KX BB X R TAE BRI 6F # & BAE K
ZaFamaEt MXRAELEEXFLABE TS
BBt Eis —M/ERR > LR
AR FHhAERSE e84 LEFUAXEH
AT —fah | X XTEBAEHLEHER
OB —r& TEMRE, FEARALE
RO BAAMGKRITEEREAR THE, T
Mo ERU THTH ) ABRaRE -

A LW B A B E TR
MRS REBEHBULHROAR  E 5
VEATRETHMOVERE  ABAHT —
FES R

2-1 A TAHERA AT E

— A2 A 4 45 & F kT # % A top-down”
Fo”bottom-up” F %8 * 4B EAN KB & A&
ERAERALATHEELEN N EBXATTE
MikEk | FEFALGRE BAAGTEREA
2% e

AXBREBKREFMNAHETEESH
£ A SA3% bottom-up & 43 FH ik EE
mE gt (B TEE 8 TR ) &
TRENAEEERLE HRHMEE (R Fig
2-1) £FE HR R - THEFE R - FEF
MleysEdE @ st 2 M agta it s $ KOF
WA BB EMTTHRALTFEREL
HER -

ENBMARES TLE, o THE ) HA
A b ithey £ 5 0 B AR Fig2-1(Luhn, 98)
EXEFHFEMBALHERREABERS



KRR > ML LE -~ 8E - LTS HypmEBaehkh:
HEAHEME FHERM - REERBRAF i = arg max(Sim(PFVi, D) - Sim(NFVi. D))
BHEEFARMAETHER & FuKk 1<ism
o REHEMRAFENM ko X P HE X P A K X 2848 M F o Ik 48 B
#)”stop words” ; R & i IR £ & LM A FOBESL > FRAUMRAE -
AERBHLE - 83E > BRLLEB &S Fo X %8 &9 48 4 M (Similarity) & £ %
A BHNETXREFABEEEG A - PFV fo i R38R 64 N H:

Sim(PFV,D) = Z (Pwj x dwj)
Word j=1
Pwj: Wj &4 PFV
Dwj: W) fexf+ ey %

frequency
,:Plfé\r\esol ying power of words

\
\
JI N
//’ T words

Fig2-1 $FHRAEREZHAANE
(Luhn, 98)

OFaHaBEERITAA:
RS(S) = Sim(PFVi,S) — Sim(NFVi,S)

2. EHBBHEMY

AR LR FoEE @S RIEE
HEOEZHAVE  BLEARHHFE N
MaEREATEEZHHEETWM > FAALT
BEBENGE R EHBEL LN > Bt
FRBEESEN BRYPET TiLL
FELE S R LEmeEZMeER S
RAENEBERERBHBRE SR -

RF#inig e 4R REETY RIER 2
1. ZEMMEY

BABRMATUREHRAETHAAR
MMM -l —EBAXETFHRETER
MARCEEIB IR FTERINEE  %T
AR EMAHNREL - 1. FE&ER-F :

FrAE Xk BV FE L& B E—ELE - HEGEFAESF 0 R
30 ERAGY AR M ME R JEAB ML o BP AR DGR Y MIEHFH LR BIEL -
BRUEGZEIAXEFEAEHEAGAER D(wl, w2) = |CCwl) — C(w2)

(PFV)- R B E P EHREE

(NFV) > RAR & #A Ko — 84 M4 & 2. RRBE  UEXMHREREAFHES
AMBHRE > RRBHN AN TS o FREHR T ARAH N VY

EAM4EF -
AREETY AT EHBEORIZE
XEHEBRAM  BERTURLLGFF
R B EMSEMMAT TN
$BRIMSHELGHEH S -

# B38 £4F normalization » %] B i &
eI 4R 4L M R -
idf (Ni)x idf (Vj) x f(Ni,V))

SNV (Ni) =
(Ni) Z ( Sf(Ni)x f(Vj)x D(Ni,Vj)




SNN (Ni) =Y (

idf (Ni) x idf (Vj) x f(Ni,VJ'))

3. MIBERE: MmEEARBEHE A GMBME -

ANV (Ni,Vj) = SNV (Ni,Vj)

ANN(Ni,Vj) = SNV(Ni,Vj)

4. FEMBEAFIEE G MA 0 BREILE fold
ANN(Ni, Nk)
D(Ni, Nk)
ANN(Ni,Vk)
D(Ni,Vk)
CS(Ni) = pnx CSNN(Ni)+ PV x CSNV (Ni)
1. pn, pv A2 ¥5{4 % % 0,5
2. B i
SN = Z pnx CSNN(Ni)
pnx CSNN(Ni)+ pvx CSNV (Ni)
SV = Z pv % C.’SNN(Ni)
pnx CSNN (Ni) + pvx CSNV (Ni)
K=K -
SN sV
“svxsy P snasy
EH— 5 > AP pnpv sl e
5. & Sliding window=3 &
Score(D%Z(—@)

n

B #TE £ iE1E window E@Ey N
PRELABMEMARA RIFade) X TH
& > B &AM > TR KA AL
Z .
6. HE

NCS(No(i))=

NCS(No(i-1)+(1-NCS(No(i-1))*CS(No(i))

FiBERASHE > KRR EEEY RS
B EUMARGIN  FAGFEREARE
CS(N) = pnx SNN(N)+ pv*SNV(N)

(% pn,pv=0.5)

CSNN(Ni) ="

CSNV(Ni)=>_

pn

S(Ni)x f(¥j)yx D(Ni,Vj)

2HEROBY A EBEXLE -
222 A THETRE

AFTRAGOBYNZE  RERBEAUSP
METEE  H4HPXOHEHEEEAFLEEG
JE 0 A b AR R R R T A B A m A o

Blho » H— A XHE LKL RERS
BERENRFATIXEARTERARE
WREER - ASFTR -SLERERTRFFE
EEN BREZHTMN - HELLELTAF
¥ BAWWZEBREAR &M FoP AR
hitdk4o T -

I ERWM:

HRARBIFAEGPNRHEAIASE

AN THGEE AR T hELZAF
HBRGHENEHE - ETPIXIXFLTHERE
e el A

2. AEEM:

BETRE-GRATHOSERERY
FE2EM-AUABERUGEE—4 - A F
XXEY  EHEEHER AR AKE =
REVHBXETER

3. REFEFM:

EHeH "wEiknPk o THRE
B  BRAKEAERRBTEREKER
B FFHERGEE  WwHEIX T the
most important”, “importantly” % o

BEEGERAEATXTY  BFREHFN
L&ERGEAMKFE L dNEEE
BB A SFEE G RN 0 R ATRSR
TN VHBAGLCAMRESR  RAe -
TRFEREANESFERALCHTRK
FEl o B EEA(cbh) T TR
#LJ‘FE).-%_;‘[-E]LEEJJ‘rﬁffrf(_j‘r/a\-g‘J’
glED)ey "TEL T EE - 5 &3(DK)
& T Tz o (EAMGEM T T
BRAEG A E)(FEA-E, 1995)



4.8 K L FWM
AV EAHER LRGERBETH
RETHHEBELEE - 2R aNEHEFNELE
THRAHRAREZRGIGNG  EREMAA
AHF T HRGEE > AR EMR AN - &
NERRRBOIFREURYRELEEA -

2-3 ¥R BAR
BAETHEE S EEEARLT

&) -F % #r (Parser)
(B739), B SHEEM wEi@ L3E, 84 45,
)39, 839, 548, ] Hh i 4539, & 39, etc))
<] v A. Domain

A &) & 1% #2 X (Summarizer)
A Model B & 4 4%
BER ¥ — kAL

l

4 #A(Classifier)
Fig2-2 #A#2
(EREMABARETRETRE)

B Pxahsit > TRE STHE RN
W EEEREPHRE  ERIER FEEHE
AlEHEAS KO AEHRE T RO FNE -

BATRBAA &4 PIXXHEL RS S
MEX Fe&—KOTHRXAHERLE —
T YA 0 1E1E 2 & T s e A P X stopwords
693t 0 BRI AT B4 FBBHRMER
RAXGES

bPXEEERLR  BAERETE EF
LB e

3-1 4 %49 (categorization task )

FTHAZSE  KOABRZEEERY fo3t
AR mA—A4ERK{ask) RBHAET
BRAHMEAGRT AR B LeRA M
MER XA FTIRER -

AX#HEIE 1998 F4# SUMMAC-1(Firmin
and Sundheim, 1998)#k A 64 = 1EF5A78 A 69
BEVE
® (ategorization: @AM ~ 5 ~HHE
® Adhoc: R FRE ~ B E
® Q%A: ERAFERI - BRRHEMERE

#* B ¥ — B » B1E 7% (Categorization
task)E B R UM AP T L U TR A7)
BRI

Ko—_ B

1. 3| &k P& (training)

T8

A TR EN R & —EE) Rifw
M&k—7% 67 EBMEREHVESGXFEH -
REERHAMBSOHEEAMLE TR A
(R Table2-1)- H#XM& 40 B L¥H K
i XB - BAEREE - FIHwE—H
JE 48 B £ M40 noise » B RALL AR -
40 BAEIR 32 BAE Aok E - (Bpalsk &
#=4:1)

Table 3-1 48 %

#HER

%
EX )
R X
EE

JEFE B X AR

BE R -BER




]
I

3% function words

FHR=

HELEXMHEEPFV,NFV i 0 3
;gﬁ °

2. B PE B (testing)

f
|

HEEIMGMEET  EEETAHEXFHBM
M (similarity) -
35 B8

L XA FAALCE > Bl 8L EMEiam
ha#

R
Pl
& 2

;
n

BRSO ARLGER

KEBEHFREIGEAMEZESTHK - GO
B Ry BBTR RN G E -

BERA WHHELER

fixed 44 & Z B AT 10%#4 &) F » best-length % &
R R4 B 4T B9 BR B 10%-50% -

&

-

Kwm—_ #MA-—: -
TR — AR IEHEIR S ARG
4 #8938 6 B B HE(ANV ~ ANN)

TE = W E B EHE - LRk
BE CBEEB-LHENBE - GRAEAH 3
H sliding window ¥+ &4 5% -

T REIEIHEE

THu HEEEIH - BHEHBER -
SHE BB EELE R — .

K= :

FA LM HEMREK > AIRBRAHK -
RRIRAXFEHUH 20 5 » Bralsk - Bk =
5:t50

F%=":

BT EEMAAmE > mA lead method ~

title-based method -+ cue phrase-method % 4% 7%
R B &4 L@eyRAE 27 A4 & fixed length
Fu best length &34 & -

W~ AR

3 1% % A M 42 K ¥ (intrinsic) fv 5t R F 3
(extrinsic) @ #& » intrinsic H# E AR EHELR S &
A FREERICHERGE > ARG E
OFRE HBORYE  UEHRANREE
RREHHELEAHER REERIEE R
RRE B B3 LRI AR 444U 5 extrinsic
FRAARARKBERASHE ARG WIFER
HHABREESRE > WRHFE -

18 # 3% » $A4E B (categorization task)&z 4 B
HFRE —FTEARBASAMBRED GBS
R—EARRETBRLEAERESRE ARG 0 UK
RoBr%k A—F BRAARARNALT AR
ABRARGFIERE  AIKRACHTUEL
HARE -

UTHEBETRERT G HEFEH oK
B BRSBTS X T REETRY
RELA24OPERE  THEATRMEHA

"H#EBae ) —afxdx —a AR 10%
)X F P TR

TH— HAR—ERXEFRFIEETHRES
BRI -

¥ B — 45 % - 4k evaluator f& %A &)
performance metrics {& ° (evaluator & A Fui% %
iz X)
( TP: True Positive ~ TN: True Negative -

FP: False Positive ~ FN: False Negative)

- X Y JE 48 B
XA TP FN FN
ramBAE |FP FP N

SR = e 4R % (feedback)







1. e X #HEeFehii o2& low medium
high(l m h)?
(A —BRX)
2. BB X%, REFEE summary &8 eH
£ E(mh)?
3. kKE# P £ E0mh)?
4. RE/F—EARGIAFBRERG T HEKR
B B B R
5. Rtbaihaaiae?
$Hw BABZE%E - H#F ~ NormF
TP
TP + FP
TP
TP+ FN

1. B & %(Recall)=

2. 4 # % (Precision) =

FP
FP+TN

2x Precisionx Recall

3. Fallout=

4. Fscore=
Precision + Recall

summarylength
Sfulltextlength

5. Compression(c) =

6. NormF=(1-c)x Fscore

ES%R&ERTH
5-1 Bs#iK

i\

1. §¥% ——Model — :

AR 034y

() @R oRE

Low (l-m [Med |m-h [High
Best 5 5
Fixed 4 6

Qi EHBARAE

Low [l-m |med |[m-h [High
Best 3 2 5
Fixed 4 1 5

QEEREHBTRE

Low |[I-m (Med |m-h |High
Best 6 4
Fixed 4 ' 6

AR BRARMBANTAHETAHREG

TP [FP [FN |TN

Full |.675 [.025 [.175 |.175

Best .6 [.025 (.2 [.175

Fixed|.625 [.025 |.175.].175

Base |2 [.025 |.575 |.175

K % ——Model = :
RBRBIBEABRBANTAEBTLASIRE -

TP |[FP |FN |TN

Full [.675 [.025 [.175 |.175

Best |.675 [.025 [.175 |.175

Fixed|.6 [.025 [2 |.175

Base |.2  |.025 |.575 |.175

TP |[FP |[FN (TN [P |R [Fa |Fs

Full |.754 [.018 [.023 |.206 [.970 |.977 |.080 |.973

Best [.733 [.018 [.044 {.206 {.976 |.943 |.080

959

Fixed|.728 [.018 |.054 [.200 |.976 |.931 |.083 [.953

Base |.667 [.051 (.077 |.205 {.897 1.929 |.200 |.913

( P:precision R:recall F: fallout
Fa: Fallout Fs:F-score)
(Base: baseline & random #E &5 10%3X K )

Bl &34y -

5-2 &RH%

1. BOEERREMEA KT LEAER 48
B %8 5] 6 X HPR o 48 AE B X FE At p]
Prid 8 A S R o B e At -

0 A K B 0 B R R R I B A ¥ 48 R 2R 51
BXFEHR UK R E A o488 BriEf@
RRAE S BB ERE IR o

Fallout 84X & 32 %] & JE4B Bl 69 L5 -
F-score fY 4 i€ sk 3 R & HF BT -
BUBBETAY AN THRALTBOK
fe o TREIHERMEY R
FULLTEXT > BEST > FIXED>BASELINE



(FHRBBEXAARMUHEE S Lo it)
MAMEI A0 BE Y  KRIMTALELE
B XE BRIEME - REXEERE
BH—¥ AmRALEAREEFNRERER
KB SEBA BN X 0 BT T B BET
ERBGF FroBBE  CMHBENNE
A5 BKE ABEIITHEHKE EEHBR
BRERBLFRAAXERINRRAFE ~ &
R B B % R A G 0T R 5 O A R
£ AGHBERABRZLEBEARATEE
B4 -
ENEAN—FfolY bR R 2R EFR
R B AEABRARSG  HA-_BAAHZHK
FE O Bz R EREHFHRMAGT
B FRATTIR ML  HARRIEERY -
BHIRE A - ERMETRE M
%8 F o B —_EFHZ R MM -

<t —>

B

"Un i S QL HFIREELEHEEHIE
Z UUni SQLXRUn i SQLMFT

BHEESBERH (Mul tidatabas
eSystem MDBS) XREMHTH #
HHPOEREERHE, (Heal thAs s
essmentlnformationSy
stem:*HAIS) HFRHELYHFZIGHT
RTBh T Bt R ERE (Ho sp i
talBussinessProcessR
eengineering)WEE giga
18 H iR A B BT VRS R
B

[ WL FARIER T 1B R 2B 0 B i A Y
B Bl - EZIFIER - EHEhT RN FGFERF
BB IREENE - FEEEGE BRI A A S
BEERE R K S80I E &
A (A - IR ~ XL - BBZ0 ~
FATBEZE ) » ZBFETE IR TR T P 1 IF et

B o KRR IR PAeEs  EE

BT EFRIEA T -
<fp| =—>
WA —

T UaEZEf - FERBE AT LAY SRS
BT T+ (e L I 80 AT HEATIVY B 25 Y
BREE [ B B ) EHINEGE=ELE
[ETRT BB+ TTREBREG S E S B AR = B 2R
T - IS B AP B S S BRI —
B YRR AR z BT
FTLL BN ST A EBRE— B E TR - #hla]
W + BT =B E PR - K&
FERBF + NI T LR »

B =

TR E » EIEFEHRA L » Hild
FIEEHT » RIE LIS » B - HlE
TR F A GER A —F I R E 1 [ RF 1T » 14
BB RIE 75 2 a7 B 7 2 N a1
g BIBFEA IR BN » BE aJH
EAEEBRIEHE T - (S E R FEZETZT
BIES F I AR Z TR i B NalF + H T FE AT
G HHFBIFIERBITE » THEFHIFIERH L
PUEBE N * :ER AR REIRI KA TR
BHET -

2. REXHUAMBRAEBBAERRELS  Th

BEAF&ME -

(1) M ERGBHBRTEFHLH > TR
AR B AREEF ) LR EHTU
FEAER D AR B Z BT A4 3
— R -

Q AXEHRHBCRAERHAT Foo# - &
Skl AEBAREXEHR T
BT ERI G ELMETF  HIER
GBI TIRA N1 ey et -

() MG T ARG E LM B
ARBIOF  FURBEHHYTES



HHsEFE  MyBEFAASRAHK
BT L HARREMRTEHE
BR o PRAE R F AR AEH task P
A H -

3. BEARMERMSARAE  AMERESF
ARG EH ERIA > RABMBEIT AR
BRI B AT -

4. BRBEERXENFHEE > LHBEAKRRK
& » £ K CKIP fe:8 4 o543 %) 55 388 T 4545
Mo kA RKREHXE > ERMEFSOL
WERRIFARSER B ki 0 £ 100 F
A keI S E Bl RS
YEARSE TSR HS—F &
HERGTRHEY THE HEH TR
R HNRE  RERBESHIGTE
MR D) UBASHEEERE > LRET
UEAHKEZA -

5. best-length(10%~50%) &5 4% & 4 F & £ &4
Ep % 95k Atk fixed-length(10%)$54F > {24
B RN E B E 0 B B LAt
E¥e TROGFREALA 10% HHETE
RN BFIE > BT hFLEHN
best-length # &) kEFHTRERFTHET
UEHR -

6. HTHERI#Z 10%XENE E&F ' &
fFiAufk T random HR &) F &4 245 #4 A& baseline
P TUABAARALEBREGIHR T
BAR ERE » TR AT 10%864 XRET
RO RPHG P BAELR R -

7. BT BEEARAGENAENARTRENT
Frod BMBEZANARLBRE-BEXEH
9l FFIABRATT A BAAZ AT HIBT 69 £
F| 0 AL BE T ROCERINRE Bay3d
o 6K K Bh - BA BEREM 4 0 A b3
By BR8N 0 o R oy AKX
AE ¥ 8A BAAR AN H A 2R 5] -

5-3 etk

. #EBRBIsBAFARELG BERESX
FIA - REGEFH»BREARBERTEL
% ALy AFRAR K

2. EAFEBGOEARM TR —EFOHR
£ BRIEERMAKRE ¥ o 0 W7
Mégs - RA SO TRAGELE  #17
BHEABLARE —BRGELRE T U o
BEF c AR R BB TUER
SE 2z 9 » B I anaphora & 4 £ 69 ]
Mo ARV AL EEHGER

3. T—REMHABHBETUE EoANEHAME
FREAABBEAOFT ERE I BT R
.}g °

AN EREERRTIH

HRAHREESIHFSARLFIthi
B0 AT BRREME R AL A T MR AR
EHSHBRALGL KT SHBHEHE
M BELAAKBRGBEERTIUR AL AR
EES HFREE 0 45 AT T HRAT N
BEEHHELLO RS -

AXARKBATREB KRG o 4o
GIHER  BEBREREE > P XL RESR
it o EERARE IFEH ERIBER A -

ARGER A LRSS HER MBI BBS &
T4 45 Lo AR 0 BB 8 BRI
BRI HEHESHABRETRGEN HER
MBI KB LAERBE A RLHFE
- FHRBISXHHEGHWHE  HF— %7
X EMBGE EABMERTPXE MG H-

54 UK
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CREBAZCRUAE S IRATE S EE (1995 “F

R BRI A A 3 538

Z2HMHERXE, TERBEATTF
255-279 -

(M & —]

& 5 5z T 4857 35 44 & (Sinica Corpus)(CKIP) &

PHRREE N EE - AABEFF AL £
REE—EA R ERBRR LR ETEENA
(REA=% 1995 8 &E /47 1995) 24t ¥ 5
HETER  ARLEEXE - XKkfvrxM R
HEBELTHOGRITEH -

CeERTANTEtHLT
16. LEX£
17. &%
18. &%
19. 4 &
20. EHRE
21. A
22. &4
23. ARt
24. &4
25. N
26. BE
27. Bt
28. R AEh
29. #A
30. HF
3l. R@EH
32. #BF
33. HIFHMEFR
4. BUER %
35. L
36. BRHERK
37. Kz
38. AXE
39. ¥



40.
41.
42.
43.
44.
45.
46.
47.
48.
49.
50.
5l.
52.
53.
04.
00.
06.
57.
58.
59.
60.
61.
62.
63.
64.
65.
66.
67.
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W
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Abstract

This paper will propose a personal news secretariat that helps
on-line readers absorb news information from multiple sources.
Such a news secretariat eliminates the redundant information in
the news, and reorganizes the news for readers. This multiple
document summarization employs named entities and other
signatures to cluster news stream; employs punctuation marks,
linking elements, and topic chains to identify the meaningful
units (MUs); employs nouns and verbs to find the similarity of
MUs; and finally employs focusing and browsing models to
display the summarization results. On the average, the
document reduction rates are 70.77% and 42.26% for focusing
and browsing summarization, respectively. The reading-time
reduction rate is 30.86%, and the correct rate of
question-and-answering task is 88.46% for browsing
summarization.

1.  Introduction

Due to the development of Internet, information
dissemination enters into a new era. Large scale multicultural,
multimedia, and multilingual information is generated quickly,
and crosses the geographic barrier to disseminate to different
users. At such an information explosion age, how to filter
useless information, and to absorb and employ information
effectively becomes an important issue for users. Take news
broadcast as an example. Many newspapers provide online
services. Readers can access the online news sites quickly, but
it takes much time for people to read all the news. This paper
will propose a personal news secretariat that helps on-line
readers absorb news information from multiple sources. Such
a news secretariat eliminates the redundant information in the
news, and reorganizes the news for readers.

Reorganization of news is some sort of document
summarization, which tries to extract important information for
users to save the reading time. Besides this application,
document summarization can also help users decide document
relevance. That will eliminate some degree of bottlenecks on
information  highway. The research of document
summarization is very early (Edmundson, 1964; Edmundson,
1969), and is one of the traditional topics in research of natural
language processing. Recently, it attracts new attentions due
to the applications on Intemet. Many papers about
documentation summarization have been proposed (Hovy and
Marcu, 1998). A special summarization evaluation Summac-1
(Mani, et al., 1998) organized by DARPA Tipster Text Program
was held to deal with three kinds of evaluation tasks, i.e
categorization, ad hoc, and question-and-answering. However,
most of the previous works are done on single document
summarization. Only a few touch on multiple document
summarization (Mani and Bloedorn, 1997; Radev and
McKeown, 1998).

This paper extends our results on single document
summarization in Summac-1 (Chen, er al., 1998) to multiple
Chinese news summarization. This paper is organized as
follows. Section 2 presents the architecture of our
summarization system. Section 3 specifies a news clusterer.
Sections 4 and 5 deal with a news summarizer. Similarity

analysis and presentation models are discussed respectively.

Section 6 introduces our experiments and analyzes
summarization performance. Finally, Section 7 concludes the
remarks.

2.  Architecture of a Summarization System

Figure 1 shows the architecture of our summarization
system, which is used to summarize Chinese news from on-line
newspapers. It is composed of two major components: a news
clusterer and a news summarizer. The news clusterer receives
a news stream from multiple on-line news sites, and directs
them into several output news streams by using events. An
event is denoted by five basic entities such as people, affairs,
time, places and things. The news articles for each event are
summarized by a news summarizer. The tasks for the clusterer
are listed below:

n Employing a segmentation system to identify
Chinese words.

2) Extracting named entities like people, place,
organization, time, date and monetary expressions.

(3)  Applying a tagger to determine the part of speech

. for each word.

4 Clustering the news stream based on the named
entities and other signatures.

The tasks for the news summarizer are shown as follows:

(1)  Partitioning a Chinese text into several meaningful
units (MUs).

2) Linking the meaningful units, denoting the same
thing, from different news reports.

(3)  Displaying the summarization results by two kinds
of modes: a sequence of news by information
decay, and a summarization by voting from
reporters.

News Site | News Site 2 News Site 3 News Site #

A News Clusterer l

v v v v

Event | Event 2 Event 3 Eventm

A News Summarizer ]

rﬁtﬁrﬂ s

Summary
for Evcn( 1 for Evenl 2 for Evem 3

for Lvent m

Figure 1. Architecture of a Summarization System

3. A News Clusterer

Because a Chinese sentence is composed of characters
without boundaries, segmentation is indispensable.  We
employ a dictionary, some morphological rules and an
ambiguity resolution mechanism for segmentation. Besides,
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we also extract named organizations, people, and locations,
along with date/time expressions and monetary and percentage
expressions (Chen. et al, 1998). Different types of
information from different levels of text are employed,
including character conditions, statistic information. titles,
punctuation marks. organization and location keywords,
speech-act and locative verbs, cache and n-gram model. The
recall rates and the precision rates for the extraction of person
names, organization names, and location names in the Chinese
named entity extraction task of a famous message
understanding competition (MUC, 1998) are (87.33%, 82.33%),
(76.67%, 79.33%) and (77.00%, 82.00%), respectively.

When we apply the segmentation system in the
summarization experiments, several errors shown as follows
may affect the performance of summarization:

(1)  Two sentences denoting the similar meaning may
be segmented differently due to the segmentation strategies.
Consider the following examples.

(EY) B8RP HATAHENDERIAKE ..

is segmented into
2 & (Nc) Kim(Ne) ##(Nb) B E(VC)
F4E(VG) 8k (Nc) &rc&(Na)...
(E2) P BiE ) ARk e EHBRR
#: ... issegmented into
@ IR E(ND) #4E(VG) aEMK(Nc) &
Mf(Na) 2i&(Ng) #5 E#(Na) 2F&K(Na)
# #:(Na) '
The major title %% #f &~ and the major person 3% 4% are
segmented in different ways in the above examples. That will
introduce errors in similarity analysis.

(2)  Unknown words generate many single-character

words. For example, “+£(Na) &(Na) #(VC)”, “HW(Nc)
Li(Na) #(Nc)”, "#(Nb) (VC) #%Na)". “£(VH) &
(Neu) #(VC)". and so on. After tagging, these words tend

to be nouns and verbs, which are used in computing the scores
for similarity measure. Thus errors may be introduced.

We adopt a two-level approach to cluster the news from
multiple sources. At first, news is classified on the basis of a
predefined topic set. Then, the news articles in the same topic
set are partitioned into several clusters according to named
entities. Clustering is necessary. On the one hand. a famous
person may appear in many kinds of news stories. For
example, President Clinton may make a public speech (political
news), join an international meeting (international news), or
even just show up in the opening of a baseball game (sports
news).  On the other hand, a common name is frequently seen
but denotes different persons. Clustering helps reducing the
ambiguity introduced by famous persons and/or common
names.

4.  Similarity Analysis
4.1 Meaning Units
The basic idea in our study is to tell the similarity of the
news articles in the same event. The basic unit for similarity
checking may be a paragraph or a sentence. For the former,
text segmentation is necessary for documents without paragraph
markers (Chen and Chen, 1995). For the latter, text
segmentation is necessary for languages like Chinese.
Because Chinese writers often assign punctuation marks at
random (Chen, 1994), the sentence boundary is not clear.
Consider Example (E3):
(E3) &% R A8 I
 &H & — %

¥E AT K
8B X4 O h ¥

noun-sim(MUI,MUZ)=0.89, and verb-sim(MUI,MU2)=0.82.
The basic ideas for the other models are dealt with in the

w O &HE AR & & £PEK A
# k% HFEHE A T 0 B OB
&% -

It is composed of three sentence segments separated by commas.

We will find two meaningful units (MUs) shown as Examples

(E4) and (E5):

(E4) @amnFH R LA I

®k ®HB # — %

®E AT K

(E5) i & %4 HE # ® &4 A% £
Bt fh¥ A ¢ BRE BFE BH
ZF » % B &%

Here a MU that is composed of several sentence segments
denotes a complete meaning.

Three kinds of linguistic knowledge — punctuation marks.
linking elements and topic chains, are used to identify the MUs.
1) Punctuation marks
There are fourteen marks in Mandarin Chinese
(Yang, 1981). Only period, question mark.
exclamation mark, comma, semicolon and caesura
mark are employed. The former three are
sentence terminators, and the latter three are
segment separators.

(2) Linking elements
There are three kinds of linking elements (Li and
Thompson, 1981): forward-linking elements.
backward-linking elements, and couple-linking
elements. A segment with a forward-linking
(backward-linking) element is linked with its next
(previous) segment. A couple-linking element is
a pair of words that exist in two segments.
Apparently. these two segments are joined together.
Examples (E6)-(E8) show each kind of linkings.
(E6) forward linking
BARARS » RMALARALR -
(E7) backward linking
HAPEEHEGT  REMEA -
(E8) couple linking
- A —FBH, -
3) Topic chains
The topic of a clausal segment is deleted under the
identity with a topic in its preceding segment.
The result of such a deleting process is a topic
chain. Thus we have the following postulation
(Chen, 1994): given two VP segmcnts, or one S
and one VP segments, if their expected subjects are
unifiable. then the two segments can be linked.
This paper applies the postulation to parse each
segment independently, and compose a parsing tree
from the trees of segments. That will reduce the
complexity of parsing very long Chinese sentences.
In our summarization system, we do not parse the
Chinese sentences actually. We employ part of
speech information only to predict if a subject of a
verb is missing. If it does, we postulate that it
must appear in the previous segment and the two
segments are connected to form a larger unit.
Consider Example (E9).

(E9) BRERFAMALRALE iy
MBRBAPRES  AUAEBRB AL BRI
g RARTH -

There are four segments in this example. The
words “#p" (but) and "Ff A" (therefore) in the
second and the third segments are backward linking

arrectea.

(FIOY A T =2 7(VE) 48 T (VUHC) Br 3+ (N~ & 2=V
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elements. Thus the three segments are connected
together. The last segment does not have any
subject, so that it is connected to the previous one.
In summary, these four segments form a MU.
Here we do not touch on the associative problem
mentioned in parsing (Chen, 1994). We just care
about which segments can be formed a MU.

4.2  Similarity Models

The next step is to find the similarity among MUs in the
news articles reporting the same event, and to link the similar
MUs together. Predicate-argument structure forms the kernel
of a sentence, thus verbs and nouns are important clues for
similarity measures. We consider several strategies shown as
follows:

(S1) Nouns in one MU are matched to nouns in another
MU, so are verbs.

(82) The operations in (1) are exact matches.

(S3) A Chinese thesaurus, ie., FB] # 39 i #
(tong2yidci2ci2lin2), (Mei, et al., 1982), is
employed during the matching. That is, the
operations in (S1) may be relaxed to inexact
matches.

(S4) Each term specified in (S1) is matched only once.

(S5) The order of nouns and verbs in MU is not
considered.

(S6) The order of nouns and verbs in MU is critical, but
it is relaxed within a window.

(S7) When continuous terms are matched, an extra score
is added.

(S8) When the object of transitive verbs are not matched,
a score is subtracted.

(S9) When date/time expressions and monetary and
percentage expressions are matched, an extra score
is added.

The similarity of two MUs is in terms of noun-similarity and
verb-similarity:
noun - sim(A,B) = "
Jvab

n

Jed

where m (n) denotes the number of matched nouns (verbs),
a and b denote total number of nouns in MUs A and B
respectively,
¢ and d denote total number of verbs in MUs A and B
respectively.

verb - sim(A,B) =

Five models shown below are constructed under different
combinations of the strategies specified in the above.
(M1) strategies (S1)+(S3)+(S4)+(S5)
(M2) strategies (S1)+(S3)+(S4)+(S6)
(M3) strategies (S1)+(S3)+(S4)+(S5)+(S7)+(S8)
(M4) strategies (S1)+(S3)+HS4)+(S5)+(S7)+(S8)+(S9)
(MS) strategies (S1)+(S2)+(S4)+(S5)+(S7)+(S8)+(S9)
Consider the following two MUs as an example for M1 model:
MUL: B X&&4(Nc) R#ti(VC) ¢ BRX(Na) §%
(Na) -~ EW(Na)' HEH(VC) T %#(VH) &) A & (Na)
MU2: BRX&D8ENc) #E(VC) 7 B (Na) %
(Na) %3#%(VH) # # &(Na)
In this example, m=4, n=2, a=5, b=4, c=3, and d=2. Thus,
noun-sim(MU1,MU2)=0.89, and verb-sim(MUI,MU2)=0.82.
The basic ideas for the other models are dealt with in the
following section.

4.3 Preparation of Testing Corpus
Nine events selected from Central Daily News, China
Daily Newspaper, China Times Interactive, and FTV News
Online in Taiwan are used to measure the performance of each
model. They are shown as follows:
(1) ## &K (military service): 6 articles
(2) %%EEE (construction permit): 4 articles
(3) =x#+ 5% (landslide in Shan Jr): 6 articles
(4) &% A & 2z F (Bush's sons): 4 articles
(5) EH#RE424 (Typhoon Babis): 3 articles
6) AT 48T X4 (stabilization fund): S articles
@) X E X kB E (theft of Dr Sun Yat-sen's
calligraphy): 3 articles
(8) #47#MAEH % (interest rate of the Central Bank):
3 articles
(9) MRIER B (the resignation issué of the
Cabinet): 4 articles
The news events are selected from different boards. An
annotator reads all the news articles, and connects the MUs that
discuss the same story. Because each MU is assigned a unique
ID, the links among MUs form the answer keys for the
performance evaluation.

4.4 Experiment Results

Traditional precision and recall are computed. Table |
lists the performance of these five models. The thresholds for
noun-similarity and verb-similarity are set to 0.3. MI is
regarded as a baseline model. M2 is different from M1 in that
the matching order of nouns and verbs are kept conditionally.
It tries to consider the subject-verb-object sequence. The
experiment shows that the performance is worse. The major
reason is the syntax of Chinese sentences is not so restricted.
We can express the same meaning using different syntactic
structures.  Movement transformation like topicalization.
relativization, ba-construction and bei-construction affects the
order of subject-verb-object. Thus in M3 we give up the order
criterion, but we add an extra score when continuous terms are
matched, and subtract some score - when the object of a
transitive verb is not matched. Compared with MI. the
precision is a little higher. and the recall is improved about
4.5%. If we further consider some special named entities such
as date/time expressions and monetary and percentage
expressions in M4, the recall is increased about 7.6% at no
expense of precision. MS tries to estimate the function of the
Chinese thesaurus. It uses exact matching. The precision is a
little higher, but the recall is decreased about 6% compared with
M4.

Table 1. Performance of Similarity of MUs

Model Precision Recall
M1 0.5000 0.5434
M2 0.4871 . 0.3905
M3 0.5080 0.5888
M4 0.5164 0.6198
MS 0.5243 0.5579

Several major errors affect the overall performance.
Using nouns and verbs to find the similar MUs is not always
workable. The same meaning may not be expressed in terms
of the same words or synonymous words. Examples (E10)
and (E11) talk about the same event, but use different verbs.
The similarity contributed from verb is 0, thus the recall is
affected.

(E10) 5T % +(VE) #&(VHC) ¥ (Nc) #47(VC)
#(Neu) —(Neu) Rk & 48 (VHC) A& #(Nc)
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£ K(Na) - 2(Na) #h(Na)
(E11) % %(Na) 4 (Na) o B(Nd) 3 FH(VC) % (Neu)
—(Neu) X # i#K(Na)
Besides. we can use different format to express monetary and
percentage expressions. For example, "=+ & = +& "
(two hundreds and eighty-three billions) in Chinese can be
written as "= AN ZO4& L” or 72830 1&. Similarly. the
percentage expression " & 4-Z -+ % = %" (seven point two five
percent) can be expressed in terms of “& « — £ 94" or "7.25%".
Segmentation is another source of errors. On the one hand,
although our segmentation system takes care of named entities,
there are still many new words in news articles. The
new-invented words are segmented into a sequence of
single-character words. On the other hand, the dictionary used
in segmentation and the thesaurus used in the inexact matching
are not integrated together in our experiments. Total 40% of
nouns and 21% of verbs are not found in the thesaurus.

5. Presentation Models

Two models, i.e., focusing model and browsing model,
are proposed to display the summarization results. In the
focusing model, a summarization is presented by voting from
reporters.  For each event. a reporter records a news story from
his own viewpoint. Recall that a news article is composed of
several MUs. Those MUs that are similar in a specific event
are common focuses of different reporters. In other words,
they are worthy of reading. In the current implementation, the
MUs that are reported more than twice are our target. For
readability, the original sentences that cover the MUs are
selected. For each set of similar MUs, only the longest
sentence is displayed. The display order of the selected
sentences is determined by relative position in the original news
articles.  That is. if a sentence appears in the introduction part
of a news article. it tends to be displayed in the front of
focusing summarization.  Appendix A lists the focusing
summarization for a typhoon news (event 5).

In the browsing model. the news articles are listed by
information decay. The first news article is shown to the user
in its whole content. In the latter shown news articles. the
MUs denoting the information mentioned before are shadowed
(or eliminated), so that the reader can focus on the new
information. The amount of information in a news article is
measured in terms of the number of MUs, so that the article that
contains more MUs is displayed before the others. For
readability, a sentence is a display unit. Appendix A also
demonstrates the browsing summarization. In this model,
users can read both the common views and different views of
reporters. It saves the reading time by listing the common
view only once.

6.  Experiments and Evaluations

The same nine events specified in Section 4 are used to
measure the performance of the two summarization models.
Three kinds of measure are considered ~ say, the document
reduction rate, the reading-time reduction rate, and the
information carried. The higher the document reduction rate is,
the more time the reader may save, but the higher possibility the
important information may be lost. Tables 2 and 3 list the
document reduction rates for focusing and browsing
summarization, respectively. Only focuses are displayed in
focusing summarization. so that the average document
reduction rate is higher than that of browsing summarization.
Table 4 further lists the ratio of summary to full article in each
news. In most cases, we have good reduction rates after the
second news article is read. The only exception is event 4.

After analysis. we find that the recall rate of similarity measure
of MUs is only 30%, but the precision rate is 84% in this case.

Table 2. Reduction Rates for Focusing Summarization

Event Name Doc Len { Sum Len | Sum/Doc | Reduction%

1. military service 7658 2402 0.3137 68.63%
2. construction permit 4182 1226 0.2932 70.68%
3. landslide in Shan Jr 5491 1823 0.3320 66.80%
4. Bush's sons 6186 924 0.1494 85.06%
5. Typhoon Babis 4068 1460 0.3589 64.11%
6. stabilization fund 8434 2243 0.2659 73.41%
7. theft of Dr Sun| 4576 1524 0.3330 66.70%
Yat-sen's calligraphy
8. interest rate of the| 4578 1690 0.3692 63.08%
Central Bank
9. the resignation issue| 4980 1368 0.2747 72.53%
of the Cabinet -

Average 50153 14660 | 0.2923 70.77%

Table 3. Reduction Rates for Browsing Summarization

Event Name Doc Len | Sum Len | Sum/Doc | Reduction%

1. military service 7658 2716 0.3547 64.53%
2. construction permit 4182 2916 0.6973 30.27%
3. landslide in Shan Jr 5491 2946 0.5365 46.35%
4. Bush's sons 6186 5098 0.8241 17.59%
5. Typhoon Babis 4068 2270 0.5580 44.20%
6. stabilization fund 8434 4299 0.5097 49.03%
7. theft of Dr Sun| 4576 2840 0.6206 37.94%
Yat-sen's calligraphy
8. interest rate of the| 4578 2682 0.5858 41.42%
Central Bank
9. the resignation issue[ 4980 3190 0.6406 35.94%
of the Cabinet

Average 50153 28957 0.5774 42.26%

Table 4. Ratio of Summary to Full Article
in Browsing Summarization

Article\ 1| 2 3 4 5 6 7 8 9
Event

1 100% [ 100% [ 100% | 100% [ 100% [ 100% | 100% [ 100% | 100%

2 12% | 84% | 68% | 71% | 56% | 39% | 27% | 29% | 67%
3 32% | 36% | 68% [ T7% | 0% | 7% | 49% | 24% | 50%
4 24% | 47% | 10% | 79% 51% 24%
5 12% 0% 17%

6 0% 9%

Besides the document reduction rate, we also measure
the correct rate of question-answering, and reading-time
reduction rate. Assessors read the highlight parts only in the
browsing summarization, and answer 3 to 5 questions.
Appendix B demonstrates the evaluation procedure of accessors.
Table § lists the evaluation results of the first six events. The
average document reduction rate is 43.79%. On the average.
the summary saves 30.86% of reading time. While reading the
summary only, the correct rate of question-answering task is
88.46%.

Table S. Assessors' Evaluation

Event Name Document | Question-Ans [ Reading-Time
Reduction |wering Correct| Reduction
Rate Rate Rate
1. military service 64.53% 100% 45.24%
2. construction permit 30.27% 33.33% 33.54%
3. landslide in Shan Jr 46.35% 80% 10.28%
4. Bush's sons 17.59% 100% 36.49%
5. Typhoon Babis 44.20% 100% 35.10%
6. stabilization fund 49.03% 100% 18.49%
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| Average | 4379% | 8846% | 3086% |
7.  Concluding Remarks

This paper presents a muitiple Chinese news

summarization system. A two-level clusterer is employed to
collect news articles for the same event. A summarizer
identifies the similar MUs from news articles belonging to the
same event, and displays the summarization results based on
two strategies. The information decay strategy helps reducing
the redundancy, and the user can get all the information
provided by the news. But it may still read too much.
Besides, the order of the sequence is not according to the
importance.  The user may quit reading and miss the
information not shown yet. The voting strategy gives a shorter
summarization, on the other hand, also misses some unique
information reported by some news sites. A hybrid strategy
should be studied to meet all the requirements. Besides, an
important event is always reported in different languages.
How to extend the summarization system to absorb news from
multilingual news sites is a new challenge on the Internet.
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Appendix A Summarization Results

There are two kinds of summarization results, i.e..
focusing summarization and browsing summarization. In the
former, only the focuses are listed. The complete news
articles can refer to the browsing summarization part. In the
latter, the summarization is  highlighted by the
symbol
(1)  Focusing Summarization
1.

LELSRBBLEREE  PRARAE (HX)
BREMAMEHALLBIBERIRASH B E
PHLREAEBER SR LS h B it
ABLYRAERBAAN  RFCELAG—FTEL+ L
EnER et B (HA) AEFUKERBR A
FETMELS -

2. VRASAHARMMHERES - BH- L8
MEERSEERBHEERBELGe 8 - L
RE SR N LSRASBEARF I AL
£ ABEREHE ARAFPRLRKERGHERT
BRAEEANERRES - LFHEHEATHRBEA
24 ARABNTEBGELBIEIRERARY S
KesE o

3. PRAELASES ELSGREAEEBESR LM
#ho RECEHRTHF_WHABABARE - B
REGRANBHAEROF A+ 22 S0 L FAR
REFiR T = Q2GR RSB 0 P OMAEE
ABR#RBH=Z+2R AENT KA FMHBEAR
BEHu+AR BEATZRE  t8BEEREE
ZEORE RS RBIMABG PR ELALPIR
F—00REZH@mE -

4. EERHBOBHPHLM SBAACEAERRE
N EEBRT RO BARR -

5. BEXATHES EPUHRILEUGREGRS
A ERAMRCERBRER  FHAELAEHNRRE
AE LKA AEEBARSBFEF LLE — KR
ATHEEIAE  RETEAHN TR FERERS
RAERE LR RRATEF—RR L S ENR
HYETHEREEA -

(2) Browsing Summarization

(A) The first news article
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Appendix B Evaluation Procedure of Assessors
The assessors are divided into two groups. One read the full documents, and the other read summaries only. The following shows
an example for event 4 (Bush's sons). We count how much time assessors read the document/summary, and answer questions.
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Abstract. To reduce both the text size and the information loss during summarization, a multi-document
summarization system using informative words is proposed. The procedure to extract informative words
from multiple documents and generate summaries is described in this paper. At first, a small-scale
experiment with 12 events and 60 questions was made. The results are evaluated by both human assessors
and a question and answering (QA) system. This QA system will help to prevent from drawbacks of human
assessors. They show good performance of informative words. That encourages large-scale evaluation. An
experiment is further conducted, which contains in total 140 questions out of 17,877 documents. Amongst
these documents, 3,146 events were identified. The experimental results have also shown that the models
using informative words outperforms pure heuristic voting-only strategy when the metric of relative

precision rate is used.

1 Introduction

The research of text summarization begins in the early 60s (Edmundson, 1964, 1969) and is one of the
traditional topics in natural language processing. Recently, it attracts new attention due to the applications on
the Internet. At this information explosion age, how to filter useless information, and to adsorb and apply
information effectively become an important issues to users. Many papers about document summarization
have been proposed (Hovy and Marcu, 1998). Most of the previous works were done on single document
summarization. Recently, the focus shifted to multiple documents summarization (Chen and Huang, 1999; Lin
and Hovy, 2001; Mani and Bloedorn, 1997; Radev and McKeown, 1998; Radev, Blair-Goldensohn and Zhang,

2001) and even multilingual summarization (Chen and Lin, 2000). Of these, Chen and Huang (1999)

employed named entities and other signatures to cluster documents; while as punctuation marks, linking

elements, and topic chains to identify the meaningful units (MUs); employed nouns and verbs to find the
similarity of MUs; and finally used a heuristic voting-only strategy! to generate summaries.

Although experimental results of Chen and Huang (1999) seemed promising, some issues had to be
addressed as follows.

(1) Goldstein, et al. (1999) mentioned that summary length depends on the document type, and fixed
compression ratio is impractical. The summarization size of Chen and Huang’s system is fixed and cannot be
used to study the variance between the length and the precision rate on Chinese newswire documents.

(2) The presentation order of sentences in a summary was based on the relative positions in the original
documents instead of their importance. Thus, users might stop reading or miss the defered appearing
information.

(3) The voting strategy gives a shorter summarization, which missed unique information reported only once.

This paper will follow the basic ideas of Chen and Huang (1999) on multi-document summarization and
tackle the above problems. It is organized as follows: Section 2 presents a basic multi-document
summarization system. Section 3 uses informative words to modify this system. The extraction of the related

! The MUs that were reported by more than reporters were selected.



informative words and the sentence selection methodologies are described. Conventional evaluation model, i.e.,
human assessors, is adopted. Section 4 presents a QA system and introduces a new automatic evaluation model.
Manual evaluation and automatic evaluation are compared. Section 5 shows a large-scale experiment. Two
metrics, i.e., document reduction rate and QA precision rate, are considered. Finally, Section 6 is the conclusion.

2 A Basic Summarization System

Fig. 1 shows the architecture of a basic mlxlti-dqcument summarization system, which is used to summarize

Chinese news from on-line newspapers. It is composed of two major components: a news clusterer and a news

summarizer. The news clusterer receives a news stream from multiple on-line news sites, and directs them into

several output news streams according to events. An event is denoted by five basic entities such as people,

affairs, time, places and things. A news summarizer summarizes the news stories in each event cluster. All

the tasks are listed below:

(1) Employing a segmentation system to identify Chinese words.

(2) Extracting named entities like people, place, organization, time, date and monetary expressions.

(3) Applying a tagger to determine the part of speech for each word.

(4) Clustering the news stream based on the named entities and other signatures.

(5) Partitioning a Chinese text into several meaningful units (MUs)2.

(6) Linking the meaningful units, denoting the same thing, from different news reports using the punctuation
marks, linking elements, topic chains, efc.

(7) Generating the summarization results using the longest sentence preference and voting strategy, which
selects sentences reported more than once.

3 Generating Summaries with Informative Words

The concepts of topic words and event words were applied to topic tracking successfully (Fukumoto and Suzuki,
2000). The basic hypothesis is that an event word associated with a story appears across paragraphs, but a
topic word does not. In contrast to event word, the topic word frequently appears across all documents. Thus,
the document frequency of each word becomes an important factor in searching for the appropriate sentences
ready for making summaries. As to the event words, that have higher term freq'ﬁency in a document, will be
more distinctive for the document. Therefore, we defined the words that have both high document frequency

News Site 1 News Site 2 News Site 3 News Site n

TR

A News Clusterer

v v v v

Event 1 Event 2 Event 3 Eventm

A News Summarizer

-

y y for Summary for Summary
Event | Event 2 Event3 _{asr“&'enl m

Fig. 1. System Architecture

2 Because Chinese writers often assign punctuation marks at random (Chen, 1994), the sentence boundary is not clear.
Meaning units (MUs) are used for clustering instead of sentences. Here, a MU that is composed of several sentence
segments denotes a complete meaning.



and high term frequency as informative words, and used them to improve the performance of step (7) of the
basic system, which is specified in Section 2.

3.1 Informative Words and Sentence Selection for Summarization

The score function (IW) of an informative word W4 is defined as (3). Ntf(W;q) is normalized term
frequency of term Wig. tf(W,4) and mtf(d) are term frequency of W4, and mean term frequency in document d,
respectively. D(Wi,q) denotes document frequency of W4, and N is total number of documents in an event. In
formula (3), A denotes a weighted number that can be learned from a corpus. A was set to 1/2 and 1 in the later

experiments.

HfWiq ) - mif(d) M

Ntfi(Wig)=

HfWiq )+ mif(d)
DF(W;g) = D(Wig) /N )
IW(Wig) =a*(1) + (1-A)*(2) - 3)

In summarization, the more informative words a MU contains, the more possible the MU is used for
generating summaries. In this paper, only the top 10 terms with the higher IW scores will be chosen as
informative words for a document. The score of each MU symbolizes the total number of informative
words in it. The MUs with the highest score will be selected. Moreover, the selected MUs in a summary
will be arranged in the descending order. In other words, the sentences which have more important MUs
will appear before the less ones in a summary. In this case, the readers unfortunately stop reading the
summaries half way, they would not miss out much important information.

Summary §

QI1~Q12 Question Sets

Human Assessors

Summl: Answers for Q1
Summ2: Answers for Q2
Summ3: Answers for Q3

Summary 4

Summary 3

Summary 2

Summary 1

Fig. 2. Example of QA Task

3.2 Experiment Result

Fig. 2 shows our block diagram of the intrinsic evaluation task (Tsutomo, Sasaki and Isozaki, 2001) on text
summarization by referring the SUMMAC Q&A evaluation (SUMMAC, 1998). For simplicity, we call it QA
task. First, the question sets (query sets) are collected under the document collection. While as, the
corresponding answer sets are made after reading all the documents. After various kinds of document
summaries are completed, the assessors will be involved in the evaluation. Each assessor will be assigned for
summary texts and their related question sets. During the evaluation, the reading and the answering time will be
recorded. When assessors finish the question and answering task, we review their answers responding to its



respective answer sets and compute the precision rate of each question. Besides, the average document
reduction rate and the average Q&A precision of various types of summary text are computed, respectively.

In our experiment, the test data is collected from 6 news sites in Taiwan, they are: China Times,
Commercial Times, China Times Express, United Daily News, Tomorrow Times, and China Daily News,
through the Internet. There are in total 17,877 documents (near 13MB) from January 1, 2001 to January 5, 2001.
The total number of MUs is 189,774. After clustering, there are 3,146 events. Because of assessor cost, only
12 events were selected randomly in the first stage. 60 questionares (5 questions of each event) are made
manually with answers to their related documents. Moreover, 12 members of our laboratory who are all graduate
students majoring in computer science are selected to conduct these following experiments: (1) full text (FULL),
(2) Chen and Huang’s system (1999) as the base line system (BASIC) (3) term frequency only with vote
strategy (TFWV, i.e., A=1), (4) informative words with vote strategy (PSWV, i.e., A=1/2) (5) term frequency
without vote strategy (TFNV, i.e.,, A=1), and (6) informative words only without vote strategy (PSNV, i.e.,
A=1/2). The above “proposed system” denotes our text summarization system using informative words. Each
assessor evaluates a summarization method twice, using different question sets (i.e., answer only once per event)
shown as Table 1. The characters A, B, C, ..., L in the first column denote the assessors A, B, C, ..., L. The
names in the first row are the types of summary text. Symbol Qn in the cell denotes the question set for event .
To evaluate objectively, each assessor does not know the text types what he (she) assesses. The experimental
results are shown in Table 2. R&A time means the summation of reading time and answering time. On the one
hand, Reduction Rate-S and Reduction Rate-T mean the relative reduction rate of size and R&A time,
respectively. The definition of Relative Reduction Rate of size is (Size of a specified system) / (Size of FULL).
The average precision and its relative variance of each text type are also given to show the statistical
information.

Table 1. Assessor Assignments
FULL | BASIC | TFWV | PSWV | TFNV | PSNV
Q1,Q7 | Q2 Qs | Q5,Q | Q4 Qo | Qs, Qui | Qs, Qu2
Q2,Qs | Q5,Q9 | Qs Qio | Qs5, Qui | Qs Quz | Q1,Q
Q3,Q | Q4 Q0 | Q5,Qui | Q6 Quz | Q1,Q7 | Q,Qs
Q4, Qo | 5, Qui | Q6 Qi | Q1,Q7 | 95, Qs | Q3, Qo
Qs Qui | Q6 Q2 | Q1,Q7 | Q2,Qs | Q3,Q9 | Qs Quo
Qe Q12 | Q1,Q7 | Q,Q8 | Q3,Q | Qi Quo | 5, Qui
Qu,Q7 | Q2,Qs | Q3,Q9 | Qs Quo | Qs, Qui | Qe Qu2
Q3,Qs | Q5,Q9 | Q4 Q10 | Qs Qui | Qs Quz | Qi Qr
Q3,Q9 | Qu, Qo | D5, Qui | Q6 Quz | Q1 Q7 | D5, Qs
Qs,Q10 | Q5 Qui | Q6 Qua | Q1,Q7 | Q,Qs | Q3, Qo
Q5 Q1 | Q6 Q2 | Q1,Q7 | Q2,Qs | Q3, Qo | Qa, Quo
Q6 Qiz | Q1,Q7 | Q5,Qs | Q3,Q9 | Qs Quo | Qs, Qui

C|AR |~ |= IR Qmm(o(a|w|(>

3.3 Discussion

Several observations from Table 2 are shown below.

(1) The size of TFNV and PSNV is larger than that of BASIC (near 15%), but the precision rate of TFNV and
PSNV is lower than that of BASIC.

(2) The size of TFWV and PSWYV is smaller than that of BASIC, and their precision rate is still smaller than
that of BASIC.

(3) The precision rates of both TFWV and PSWYV are larger than those of TFNV and PSNV.

The above observations are out of our expectation. From observations (1) and (2), the informative words
seem not to be useful in MU selection. From observation (3), the vote strategy seems to be useful in improving
the precision. In other words, neglecting the news story reported by only one reporter seems to have no



problems in Q&A. However, due to limitations and drawbacks of human assessment, evaluation shown below

in the QA task may mislead.

(1) Due to different background among human assessors, the evaluation is unable to be objective. We have to
conduct several evaluations in order to obtain correct and objective results. Nevertheless, this will be
cost-effective.

(2) Fatigue and limited of time scale to work, may effect the assessor to of the assessors to quit reading or read
too fast so as to miss the information that will be useful to answer the questions. This will cause the low
precision of summarizing the text.

(3) Due to the high cost of the assessors, the large-scale evaluation is nearly impossible.

Table 2. Results Using Question-Answering Task

FULL BASIC TFWV | PSWV | TFNV | PSNV

Size (Byte) 59637 12974 12002 12348 15192 15267
Reduction Rate-S 1 0.22 0.20 0.21 0.25 0.26
Reading Time (sec) 2224 780 744 660 816 804
Answering Time (sec)| 1752 1236 1200 1128 1356 1260
R&A Time (sec) 3976 2016 1944 1788 2172 2064
Reduction Rate-T 1 0.51 0.49 0.45 0.55 0.52
Precision 0.923 0.525 0.513 0.519 0.502 0.513
Variance 0.010 0.047 0.095 0.054 0.712 0.061

4 An Evaluation Model using Q&A Systems
4.1 Model using Q&A system

In order to improve the QA task and verify the experimental results, a QA system is used to substitute the
human assessors in Fig. 2 and the flow of the revised evaluation model is shown in Fig. 3. Both full texts and
summaries are read by QA systems, and QA systems find the answers from full texts and summaries.
Although the efficiency of a QA system may affect the evaluation results, that is fair for all summarization
models under the same evaluation environment.

The QA system we adopted was borrowed from Lin and Chen (1999), whose main strategies are keyword
matching and question-focus identifying. This system has been used in open domain question and answering
on heterogeneous data (Lin, et al., 2001). It is composed of three major modules shown as follows:

Full Texts 1 Question Set Summaries

Question and Answering (QA) system

Check Answers {@— Answer Set Check Answers

L 2 2

Results

Fig. 3. Revised Evaluation Model

(1) Preprocessing the Question Sentences
At first, the parts-of-speech are assigned to the words in question sentences. Then, the stop-words are
removed. The remaining words are transformed into the canonical forms and considered as the keywords



of question sentences. For each keyword, they find all synonyms from the related thesaurus, e.g. WordNet
(Fellbaum, 1998). Those terms are the expansion set of the keywords. Moreover, no matter whether the
keyword is a noun, a verb, an adjective or an adverb, all the possible morphological forms of the word are
also added into this set.

(2) Retrieving the Documents Containing Answers
A full text retrieval system is implemented to decrease the number of documents to be searched for the
answering sentences. Each keyword of a expanded question sentence is assigned a weight. Especially,
those words tagged with proper-noun markers have been assigned higher weights. This is because they
may be presented in the answer. The score of a document D is computed as follows:

score(D)= Y, ;, p weight(t),

where ¢ is one of the keywords in expanded question sentence.
Those documents that score more than a threshold are selected as the answering documents. Threshold is
set to the sum of weights of the words in the original question sentences. If documents do not have
scores bigger than the threshold, we assume that there is no answer to the question.
(3) Retrieving the Sentences Containing Answers
Finally, each sentence in the retrieved documents is examined. Those sentences that contain most words
in the expanded question sentence are retrieved. The top five sentences are regarded as the answers. The
answers are sorted according to the number of matched words and the retrieving scores computed at step

(2).

4.2 Evaluation

The experimental results using the same data in Section 3.2 are shown in Table 3. The precision from Table
1 is reproduced here for comparison. After the QA system reads all documents of 12 events, it will propose five
plausible answers for each question. The metric is MRR (Mean Reciprocal Rank) (Voorhees, 2000):

MRR=3N 1 /N, - @

where r; = l/rank; if rank; > 0, or 0 if rank; = 0. rank; is the rank of the first correct answer of the ith question,
and N is total number of questions. That is, if the first correct answer is at rank 1, the score is 1/1=1; if it is at
rank 2, the score is 1/2=0.5, and so on. If no answer is found, score is 0. In this way, the evaluation time can
be reduced significantly. That makes large-scale evaluation feasible. Meanwhile, to compare with the precision
of QA task in Table 2, we also use five strategies (e.g. Best-1, Best-2, and so on) to compute the precision of the
QA system. With Best-1 strategy, the answer must exist in ranked one answer of QA system. With Best-2
strategy, the answer exists in either ranked 1 or 2, or both. Furthermore, to show the feasibility of the proposed
evaluation method, we also perform a large-scale experiment that will be discussed in the next section, which
human assessment is in question.

Table 3. Results with Small-Scale Data using a QA system

FULL BASIC TFWV PSWY TFNV PSNV

Precision of QA Task 0.923 0.525 0.513 0.519 0.502 0.513
Precision of Best-1 0.881 0.441 0.407 0.457 0.475 0.475
Precision of Best-2 0915 0.475 0.475 0.508 0.576 0.559
Precision of Best-3 0.949 0.491 0.475 0.508 0.576 0.559
Precision of Best-4 0.966 0.508 0.491 0.525 0.576 0.559
Precision of Best-5 0.966 0.541 0.517 0.525 0.576 0.559
QA MRR 0.914 0.493 0.476 0.487 0.508 0.517
Relative MRR 1 0.576 0.521 0.533 0.556 0.566




4.3 Discussion

Because the QA system avoids the above limitation and drawback of human assessments, the precisions of
some types of summarization text are different from the results shown in Table 2. Observing Table 2 and Table 3,

there are some differences shown below:

(1) QA_MRR values of TFNV and PSNV are larger than those of the corresponding TFWV and PSWV. Thus,

we can conclude that the vote strategy will lose some useful information.

(2) QA_MRR values of PSWV and PSNV are larger than those of the corresponding TFWV and TFNV. We
can draw to the conclusion that using both term frequency and document frequency of informative words

will select more important MUs than only using term frequency of informative words.

(3) Comparing the precisions of QA task with the corresponding precisions of best-5 strategy, QA system is
better than QA task. Thus, we can say that the QA system can find the answers more effective than human

assessors.

In order to show the feasibility of large-scale evaluation using Q&A system, we continue to perform a even

greater scale of experiment in the next section, which is impossible to be performed using QA task.

5 Experiments using Large Documents and Results
5.1 Data Set

From the above analysis, we can conclude that a high performance QA system can be used to play the role
of human assessors. Besides the evaluation time and scale, it can obtain more objective and precise results. In
the next experiment, the complete data set as described in Section 3.2 was used. Under the data set, 140 new
questionaires are made and 93 questions have been answered. Thus, using these practical questions we can
further observe the performance of QA system in text summarization evaluation. Some samples of questions are
shown below.

Q68. HBBRIMEKRAEILAMM?
What is the newest product of Intel Company?
Q5. e KRE TG ?

When was Mr. Olajuwon wounded?
5.2 Experimental Results and Discussion

Table 5 shows the experimental results using large documents. According the data obtained from the QA
system using a large scale of documents, the results are summaried as follows:

(1) Due to the increase of document size, the QA_MRR of all models decreased.

(2) Due to increasing noise of FULL, the QA_MRR of FULL drops drastically. The relative MRRs of the other
models increased when comparing with Table 3.

(3) The QA_MRR values of TFWV, PSWV, TFNV and PSNYV are also larger than the value of BASIC. This is
consistent with the above results in small-scale evaluation using QA system. Thus, informative words in
MU’s selection presents good performance.

(4) The QA_MRR values of PSWV and PSNV are also larger than those of TFWV and TFNV, respectively.
To achieve better result, it is recommended to use combination of term frequencey and document frequency
in MU’s selection.

(5) Since the performance of each model has the similar results to those shown in Table 4, it is feasible to use



the QA system in evaluating the performance of large-scale multiple document summarization.

Table 5. Results with Large-Scale Data

FULL | BASIC TFwVv PSWv TFNV PSNV

Size (Kbyte) 13,137 1,786 1,771 1,773 2,226 2,218
QA_MRR 0.515 0.314 0.342 0.346 0.359 0.380
Relative MRR 1 0.610 0.664 0.672 0.697 0.738

6 Conclusion

This paper presents a multi-document summarization system using informative words and an automatic

evaluation method for summaries using a QA system. Using the normalized term frequency and document

frequency, the informative words can be extracted effectively. The informative words are shown to be more

useful to select sentences for generating summaries than the heuristic rule. Moreover, the sentences in the

summaries can be put in order according to the total number of informative words. In this way, the important

sentences are generated in the early part. The summaries can be compressed easily by deleting sentences from

the end without losing much important information, and the length of summary can be adjusted robustly.-On the

other hand, the evaluation processes show that QA system can play an important role in conducting large-scale

evaluation of multi-document summarization and make the results more objective than the human assessors.

There are still some issues that need further research:.

(1) Investigating to what extent the errors of QA system may affect the reliability of the evaluation results

(2) Using other QA systems to justify the feasibility of the above evaluation model.

(3) Introducing the machine learning method to obtain A value and its possible size of summary for various
kinds of documents.

(4) Using some statistical model and null hypothesis test to study the results’ relationship between QA task and
QA systems.

(5) Introducing the statistical methods, such as the dispersion values of words among document (Fukumoto and
Suzuki, 2000) to find the informative words more effectively for the purpose of improving the performance
of the summarization system.
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Event Clustering and Visualization

in a Chinese-English Multi-Document Summarization System

Abstract

This paper propose a Chinese-English
Multi-document summarization system that
helps on-line readers absorb news
information from multiple sources. The
similarity measures of words, sentences and
documents to cluster the sentences or
documents which denote the same contents
or events are proposed respectively.
Meanwhile, several strategies, e.g. position
free, first-match-first-occupy etc., are
described for the similarity computation of
multilingual ~ documents.  Furthermore,
several strategies, e.g. subsumption-based
clustering, using complete link for events
clustering of multilingual documents are also
proposed and the related experimental results
are also reported. Finally, in order to tackle
the readability issue of multilingual
multi-documents summarization, focusing
and browsing models considering the
readers’ preference are proposed.

Introduction

In a basic multi-document summarization system
(Mckeown, K., et al.,1999: Chen and Huang, 1999;
Goldstein, J., et al., 2000; Hatzivassiloglou, V. Et
al., 2001) how to decide which documents deal
with the same topic and which sentences (and
later, meaningful units) touch on the same event
are indispensable. Because a document is
composed of some sentences and a sentence
consists of several words, how to measure the
similarity of words, sentences and documents,
respectively is a basic operation for
clustering.(Barzilay, R. Et al., 1997; Goldstein, J.
Et al, 2000; Radev. D.R., 2000; Mani, I. Et al.,
1999) Besides, we have to face the
multilinguality problem (Chen and Lin, 2000),
i.e., how to know if a Chinese word (sentence,
document) and an English word (sentence,
document) denote the same concept. Section 2
discusses the issues for similarity measures.

Section 3 focuses on the clustering issues. There
are three kinds of models for multilingual
clustering, i.e., (1) merge the documents from
different language sources, do the document and
sentence clustering; (2) do the document
clustering for each language source, merge the
documents clusters denoting the same topic in
different languages, and do the sentence
clustering; (3) do the document and sentence
clustering for each language source, and merge
the sentence clusters denoting the same event in
different languages. After linking the sentences
denoting the same event, Section 4 addresses the
visualization issue, e.g., which sentence in which
language will be selected, and the preference.

1 Similarity Measure

1.1  Similarity of Words

Word is a basic lexical unit in a sentence. For
Chinese, word segmentation is needed to identify
the word boundary. For English, a word is
converted into the corresponding root form.
Besides the word exact matching, we consult
thesauri, e.g., Cilin (Mei, et al., 1991) for Chinese
and WordNet (Fellbaum, 1998) for English, to
find the possible synonym matching. To measure
the similarity between Chinese and English
words, a bilingual dictionary integrated from four
resources, including the LDC dictionary !,
Denisowski's DICT?, the BDC dictionary v2.2
and a dictionary used in query translation in the
MTIR project (Bian and Chen, 2000), is
employed. We say two words w; and w, are
similar if w, appears in the translation entry of
W),

2.1 Similarity of Meaningful Units

An English sentence is ended by a full stop.
Comparatively, the period ( = ) in a Chinese

! The LDC term list is available at
http://morph.ldc.upenn.edu/Projects/Chinese/.

2 The Denisowski's CEDICT is available at
http:/ftp.cc.monash.edu.au/pub/nihongo/.



sentence only has the loose function because
Chinese writers often assign punctuation marks
at random. In most cases, a Chinese sentence
ended by a period is composed of sentence
fragments separated by comma ( ' ) and other
punctuation marks. Several sentence fragments
may form a complete meaningful unit even
though they are terminated by commas (Yang,
1981). Chen (1994) proposed a method to find
the meaningful units from a very long Chinese
sentence. For the uniformity, both an English
sentence and a Chinese meaningful unit are
called an MU later.

Predicate and the surrounding arguments
form the basic skeleton in an MU, so that verbs
and nouns are considered as basic features for
similarity measurement. The similarity of two
monolingual MUs is defined as follows:

. IM, M|
mu_sim(M,,M )= —————=
g
where M; and M are two sets denoting two MU,
Mi n M; denotes the common
occurrences of two MUs3, and| M; |, | M; |
and | M; n M | denotes the number of
elements in the the sets M;, M;, and M; N
M;, respectively
For computing the similarity of Chinese and
English MUs, we have to deal with the ambiguity
problem. That is, an English word may
correspond to more than one Chinese word in a
bilingual dictionary. Five possible strategies are
proposed.
(1) position-free
This strategy is similar to the model used in the
above method. Let the English MU and the
Chinese MU be M; and M;, respectively. For
each word in M, find its Chinese translation. We
merge the translation of all the English words and
let M;’ be the translation of M;. The formula is
modified as below:
_ MM |
mu_szm(M,Mj)= o 2)
N
In this method, an English word may link to more
than one Chinese word and a Chinese word may
be linked by more than one English word.

3 The synonym matching specified in Section 11 may
be adopted.

2) first-match-first-occupy

We compare the Chinese translation words of
each word in English MU with the words in
Chinese MU. As a word in Chinese MU is
matched first, the word will be deleted from the
Chinese MU and the similarity score (SC) will
be added 1. The formula is further modified as
shown below.

mu_sim(M,,M )= ¢ 3)

VAN
For example, in figure 1 the C3 has been matched
by El, thus the C3 will be deleted from the
candidate words of Chinese MU when processing
E2.

m
m
W m
m
<]
=
™=
m

0
(@}
o]
0
L]
0

C C
7

Figurel Example of first-match-first-occupy

strategy

3) strategy (2) and position relationship
within a window

This method is similar with strategy (2), but the
Chinese candidates words is limited within a
window size. For example, as the Chinese word
C2 has been matched by English word E1 shown
in Figure 2 and the window size is 3, thus the
Chinese candidates words for E2 are C1 and C2.

v

E E
2

w
& m
hm
am
am

Figure 2 Example of position relationship within
a window (=3)

) ambigus-word-first and position
relationship within a window



This strategy decides those pairs without
ambiguity first, thus perform the similar
operation described in strategy (3). For example,
as the (E2,C5) and (E6,C6) are unambiguous
during word matching, they will be decided first
shown in Figure 3. Then, the Chinese candidate
words for ES are C3, C4 and C7 when window

size is 5.

similarity. Furthermore, we extracted 43 Chinese
articles and 43 English news articles randomly
from the website respectively and mix them with
the above 81 pair news article to be the test
corpus of document similarity. In document
similarity shown as formula (4), we also use the
same five strategies described above, but the
candidate is no longer words other than a whole
MU. The document which has the largest
similarity score will be deemed as the
corresponding document. The experiment results
using precision rate are show in Table 1 and

E E E E E E E E

1 2 3 4 5 6 7 m
.

C C C C C C C C

1 2 3 4 5 6 7 n

Figure 3 Example of position relationship within
a window (=5)

4) unambiguous-word-first and position
relationship within a range

This strategy does not decide the window size
beforehand. On the other hand, the Chinese
candidate words are decided by the interval
between decided pairs. For example, as shown in
Figure 4 the (E1,C1) and (E3,C6) are paired
unambiguously in advance, thus the Chinese
candidates for E2 are C2.C3,C4 and CS.

E E E E E E E E
1 2 3 4 5 6 7 m
C C C C C C C C
1 2 3 4 5 6 7 n

Figure 4 Example of position relationship with a
range

2.2.1 Experiment

In order to evaluate the performance of each
strategy, we extracted 81 pair news articles
(Chinese and English) from the website of United
Daily News in Taiwan. On the one hand, we
extracted 43 sentence pairs from the above pair
news articles to be the test corpus of sentence

Table 2 respectively.

doc_sim(D,,D,) =

ID.~D

JPHP)

J

4

where D; and D; are two sets denoting two
documents, D; N D; denotes the common
MUs of two documents, and| D; |, | D; |
and | D; n D; | denotes the numiber of
MUs in the sets D;, D;, and D; n D,
respectively

Table 1 Result of sentence similarity

Strategy|Strategy|Strategy| Strategy | Strategy
1 2 3 4 5
Best| 0.883 | 0.767 | 0.441 0.255 0.255
1
Best| 0.930 | 0.813 | 0.674 0.279 0.279
2
Best| 0.976 | 0.860 | 0.697 0.325 0.325
3
Best| 1.000 | 0.930 | 0.790 0372 0.372
4
Best[ 1.000 | 0.930 | 0.790 0.372 0.372
5
Table 2 Results of document similarity
Strategy(Strategy|Strategy| Strategy | Strategy
1 2 3 4 5
Best[ 0.951 | 0.839 | 0.506 0.320 0.320
1
Best| 0.987 | 0.925 | 0.604 0.432 0.444
2
Best| 1.000 | 0.925 | 0.666 0.464 0.469
3
Best] 1.000 | 0.950 | 0.740 0.518 0.518
4
Best| 1.000 | 0.975 | 0.740 | 0530 | 0.530
5




2.2.2 Discussion

By observing the above experimental results,

we found that strategy | and strategy 2 are

superior to other there strategies. Thus, we
can conclude that position relationship or
unambiguous words are not useful cues in
deciding sentence or document similarities.

Moreover, strategy 1 is also superior to

strategy 2. We conclude two reasons as the

following:

@) Due to the difference of word order
between Chinese and English,
first-match-first-occupy strategy seems
not suitable.

2 The Relationships between lexical
item and its translation of the dictionary
described in section 1 and above test
corpus are as shown in Table 3 and
Table 4.respectively. Thus, due to the
different feature in our test corpus the
first-match-first-occupy  has little
influence in deciding similarity.

Table 3 Relationship between lexical item
and its translation in the Dictionary

Number of|/Average  [Number of]
lexical item number ofllexical item
translation |which has
word perjone

lexical item |translation

172,734 2.168658 111,120

Table 4 Relationship between lexical item
and its translation in test corpus

Number of|fAverage  [Number of]
lexical item |number of]lexical item
translation jwhich has
word perjone

lexical item |translation

9,636 10.841012 841

2 Clustering Events

2.1 Clustering Documents

In order to be able to generate the summary from
monolingual multiple documents, we use the

complete link (Salton, 1989) to cluster the
documents which describe the same topic. In
other word, only all the document similarities,
described in section 2.2.1, between any two
documents of the two events are larger than the
threshold, the two events are clustered into one
event.

For computing the document similarities of
English and Chinese documents, we proposed
two strategies.

¢)) One phase multilingual document
clustering

As shown in Figure 5, the English and
Chinese documents are clustered using the
document similarity and complete link

directly.

Figure 5 One phase document clustering

2) Two phases multilingual document
clustering

As shown in Figure 6, first the English and
Chinese documents will be clustered respectively,
then the respective clusters in each language are
further clustered using document similarity and
complete link.

Figure 6 Two phases document clustering

2.1.1 Experiment

We collected the Chinese and English news
articles (2001/5/8) from the following news
sites in Taiwan.

Mandarin Chinese: Central News agency,
Central Daily News, China Times and United
Daily News




English: Central News agency, China Post,
China Times and United Daily News

First we cluster above Chinese and English
documents manually and the results are shown as
in Table 5. Furthermore, the experiment results of
document clustering using the above two
strategies are shown as in Table 6 and Table 7
respectively.

Table 5 Experiment data and manual clustering
results

Number of |Number of

article cluster
Mandarin Chinese |[369 265
English 91 75
Chinese-English 460 318

Table 6 Experimental result using one phase
document clustering

Threshold |Article Number of [Perfect Precision [Recall
Clusters (N) Matching
1 [5<N<1 IN>3
0.1 156 | 37 50 154 0633 | 0484
02 2501 16 36 223 0.738 | 0.701
0.3 430 0 1 264 0612 | 0.830

Table 7 Experiment result using two phases
document clustering

Threshold [Article Number [Perfect [Precision|Recall
of Clusters (N)  |Matching
1 5<N<I[N>5 -
03 240 |33 21 [253 0.860 0.954
E {05 52 |13 6 |60 0.845 0.800
CE {02 281 29 44 1296 0.841 0.931

2.1.2 Discussion

By observing the above results, we can

conclude the followings.

(1)  The performance of strategy 2 outperforms
the performance of strategy 1.

2) The threshold should be determined
according to the content similarity of
processing documents rather than using the
same threshold..

The computation complexity can be reduced

largely using strategy 2.

2.2 Clustering Meaningful Units

After the document clustering, those documents
in a cluster denote the same event.(Chen and
Huang, 1999) Thus, in order to be able to
generate the extract summary of an event, we
must cluster the similar MUs among documents
and then choose a representative MU from each
cluster. The two methods using position free
strategy described in section 2.2 are proposed as
the following.

(1) Complete link using all MUs

We compute MU similarity between any two
MUs and then use complete link strategy to
cluster the MUs.

(2) Complete-link within a cluster

In order to tackle the computational issue with
complete link, we compute the MU similarity
between the processing MU and all the MUs in a
cluster. If the all the MU similarities are greater
than the threshold, the processing MU is added to
that cluster. Otherwise, we use another cluster to
compute the MU similarity. On the other hand, if
there is no cluster that the processing MU can be
added, the processing MU will become a new
cluster.

(3) Subsumption-based link

In order to further tackle the computational issue,
we introduce the concept of information
subsumption. We use the following formula (4) to
compute the information score of each MU in a
cluster and decide the most informative MU
which has the highest score to be the ccentroid
MU(Radev, et. al, 2000). Meanwhile, we use the
inverse document frequency (IDF) of each word
in a cluster to select the higher 25 words to be the
topic words of that cluster.

info_score(MU) = (|]Mn[+|Mv|+|Tt]) 4)
where MU denotes a meaning unit,
|Mn}: the number of nouns in a MU,
|[Mv]: the number of verb in a Mu,

[Tt|: the number of words which is a topic
words

Thus, we only compute the MU similarity
between the processing MU and the centroid MU
rather than all the MUs in that cluster to perform
the MU clustering. In order to show the
subsumption of two MUs, the MU similarity



formula is defined as formula (5). The larger the
score is , the more the subsumption is.

M, M|
mir(| M, || M; |)
where M; and M, are two sets denoting two MUs,

M; N M; denotes the common

occurrences of two MUs#, and| M, |, | M; |
and | M; N M; | denotes the number of
elements in the the sets M;, M;, and M; N
M;, respectively

. (5)

mu_simM,,M )=

2.2.1 Experiment

We collected the one day news articles from the
above news sites (2001/5/8). After the manual
clustering, we selected five events shown below
and the related numbers of English and Chinese
articles are shown in Table 8.

(1) Investment for bio-informatics

(2) The relation between president Chen and vice
president Lu

(3) Mr. Hsiao Wuan-Chang visits mainland
China.

(4) Can the management of Kaoshong harbor
return to city government?

(5) The court rejected the application from The
Journalist Magazine.

Table 8 Experiment data for MU clustering
Article [Article [MU MU
Number (Number [Number|Number

© (E) ©) (E)

Event 1 4 3 69 25
Event 2 5 2 87 39
Event 3 5 3 92 40
Event 4 5 2 82 16
Event 5§ 2 3 23 46

Furthermore, we also cluster the related MUs
manually within the documents of each events
and there are 662 correct links. Table 9, Table 10
and Table 11 show the experimental results using
the above methods respectively.

Table 9 Experimental results using complete link

Threshold |Total Number |Precision |recall
link of

4 The synonym matching specified in Section 1.1 may
be adopted.

Number |[Correct
Link
0.2 852 436 0.511 0.658
0.25 702 408 0.581 0.616
0.3 668 384 0.574 {0.580

Table 10 Experimental results using complete
link within a cluster

Threshold|{Total [Number|Precision|recall
link of
Number|Correct
Link
0.5 892 892 0.536 0.722
0.55 718 420 0.585 0.634
0.6 622 376 0.604 0.567
Table 11  Experimental results using
subsumption-based link
Threshold|Total |[Number|Precision{recall
link of
Number{Correct
Link
0.5 874 462 0.529 0.698
0.55 708 418 0.590 0.631
0.6 602 358 0.595 0.540

2.2.2 Discussion

By observing the best precision of each threshold
in the Table 9 and Table 10, we can conclude that
the performance of strategy 2 is better than
strategy 1. On the one hand, although the
performance of strategy 3 is worse than strategy 2,
the attraction point of strategy 3 is its time
complexity. After analyzing the experimental
results, we found that if the score
function(formula (4)) can be further improved to
obtain more representative MU, the algorithm of
strategy 3 is promising.

3 Visualization

In English and Chinese multi-document
summarization, how to  display the
summarization to the readers is an important
issue. Two models, i.e.,, focusing model and
browsing model, are proposed. Moreover, the
readers’ preference for reading the multilingual
summarization is also taken into consideration.
For example, the Chinese readers prefer to read
more Chinese summarization than English. On



the contrary, the English readers would prefer to
read more English summarization than Chinese.

3.1 Focus Model

A summarization is presented by voting from
reporters. For each event, reporter records a news
story from his own viewpoint. Recall that a news
article is composed of several MUs. Those MUs
that similar in a specific event are common
focuses of different reporters. In other words,
they are worth reading. In the current
implementation, the MUs are reported than twice
are our target. For readability, the original
sentences that cover the MUs are extracted. For
each set of similar MUs, only the longest
sentence is displayed. The display order of the
extracted sentences is determined by the related
position in the original news articles shown as
Figure 7 and the related position score function is
defined as formula (6).

. sition(sel e, Doc
Posi _ score(sentence) = ol Do) . <) (6)

position(sentence, Doc) : the sentence
starting position in Doc
sizeof(Doc): the size of document Doc.

where

“CI-MU — CI-MUI
Clr-\ L2 Cl-ML2
Cl-MU6

|

Ci-NLo :;

Figure 7 Display order of extracted sentences

Furthermore, the display order of English and
Chinese multi-document summarization
considering the readers preference is shown as
Figure 8.

3.2 Browsing Model

The news articles are listed by information decay. -

The first article is shown to the user in its whole
content. In the latter shown news articles, the
MUs denoting the information mentioned before
are shadowed (or eliminated), so that the reader

can focus on the new information. The amount of
information in a news article is measured in terms
of the number of MUs, so that the article that
contains more MUs is displayed before the others.
For readability, a sentence is a display unit. On
the other hand, we also consider the readers’
preference  in  English and  Chinese
multi-document summarization. Thus, the news
articles of the preference language are shown
before the news articles of the other language is
shown.

Cl-MU1 E2-MLU

Cl-MU2 LA 2
Ei-NiU s
[T
Fo-NL
E2-MUS

CI1-MU6 C2-NMUT

EZ-NUT

N

N CI-MU6

Prefer Prefer

Figure 8 Display order considering the readers’
preference

4 Concluding Remarks

This paper presents a Chinese-English
Multi-document summarization system. It
summarizes clusters of news articles

automatically grouped by event clustering system.
We used five strategies for the similarity
computation between words and sentences of
Chinese and English documents and found that
the position free strategy is the most promising.
On the one hand, we also used two strategies for
multilingual document clustering and found that
the performance of two phase multilingual
document clustering is better than one phase
multilingual document clustering. Furthermore,
three strategies using complete link to tackle the
MUs clustering of multilingual documents of an
event and found that the complete link within a
cluster has the best precision, but the
subsumption-based clustering has the advantage
of lower computation complexity and similar
precision with the former strategy. Finally, we
also presented two promising visualization
models, e.g. focusing and browsing models,
considering the readers’ preference. In the future,
we would like to expand our Chinese and English



multi-document  summarization system to
multilingual multi-document  summarization
system and further test the readability of the
proposed two visualization models.
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