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1. Introduction

Question Answering (QA) becomes a hot research topic in recent years due to the
very large virtual database on the Internet. QA is defined to find the exact answer,
which can meet the users need more precisely, from a huge unstructured database.
Traditional information retrieval systems cannot afford to resolve this problem. On
the one hand, users have to find out the answers by themselves from the documents
returned by IR systems. On the other hand, the answers may appear in any
documents, even that the document isirrelevant to the question.

Two possible approaches, i.e., keyword matching and template extraction, can be
considered. Keyword matching postulates that the answering text contains most of
the keywords. In other words, it carries enough information rdevant to the question.
Using templates is some sort of information extraction. The contents of documents
are represented as templates. To answer a gquestion, a QA system has to select an
appropriate template, then fill the template and finally offer the answer. The maor
difficulties in this approach are to find general domain templates, and to decide which
template can be applied to answer the question. Some other techniques are also
useful. For example, to answer the questions "Who..." and "When ...", the
identification of named entities like person names and time/date expressions will help
to locate the answer.

In this report, we proposed three models, which integrate the information of
Named Entity, inflections, synonyms, and co-reference. We plan to evaluate how
each factor affects the performance of a question answering system.

2. Basic Question Answering System

The system is composed of three magor steps. (1) preprocessing the question
sentences, (2) retrieving the documents containing answers, and (3) retrieving the
sentences containing answers.

2.1 Preprocessing the Question Sentences

Our main strategy is keyword matching. This approach has a drawback, i.e,,
the words used in the question sentences and in the sentences containing the answers
may be different. For example, verbs can be in different tenses and synonyms can
also be used. Therefore, we have to make necessary changes and expansions in the
guestion sentences.

At first the parts-of-speech are assigned to the words in question sentences.
Then, stop-words are removed. The remaining words are transformed into the



canonical forms and selected as the keywords of the question sentences. For each
keyword, we find al of its synonyms from WordNet 1.6. Those terms form an
expansion set for the keyword. If the keyword is a noun, a verb, an adjective, or an
adverb, al the possible morphological forms of the words in the expansion set are
also added into this set. Here the morphological forms are the plural of a noun,
different tenses of averb, and the comparison of an adjective or an adverb. They are
shown as follows:

noun AAA: AAAs|AA[sz,sh]es
verb BBB: BBBed BBBing | BB[e]d BBJeling / BBBs |
BBJ[s,z,sh]es

adjective or adverb CCC: CCCea CCCest | CC(y)ier CC(y)iest
The irregular nouns and verbs can be transformed by |ooking up the WordNet.

2.2 Retrieving the Documents Containing Answers

We implement afull text retrieval system to find the documents that may contain
the answers. The purpose is to decrease the number of documents we have to search
the answering sentences. Each keyword of a question sentence is assigned a weight,
so are their various morphological forms. Those words tagged as NNP and NNPS,
which denote proper nouns, have assigned higher weights. This is because they
should be presented in the answer. The weights of added synonyms are less than the
keywords. The score of adocument is computed as follows:

score(D) = a weight(T)
i EX(T),tin D

where T is one of the keywords, and EX(T) its expansion set.

The document containing one keyword or any words in its expansion set earns a score
of itsweight.

Those documents that have scores no less than the threshold are selected as the
answering documents. Threshold is set to the sum of weights of the words in the
original question sentence. Note that the removed words have no scores. If no
documents have scores greater than the threshold, we assume that no answers can be
found for the question.

2.3 Retrieving the Sentences Containing Answers

Finally, we examine each sentence in the documents that may contain the
answers. Those sentences that contain most words in the expanded question
sentence areretrieved.  The top five sentences are regarded as the answers.  If there
are more than five possible answers, we randomly select five of them. To meet the



limit of 250 bytes, we truncate the sentences that exceed the limit. On the contrary,
if the answer is shorter than the limit, we concatenate it with the next sentences.

3.  Model Description

Three models proposed to see if expansion is helpful or not. Model 1 is a base
model. Only inflections are added. Model 2 adds synonyms from WordNet (Miller,
1990). And Model 3 tries to resolve co-reference in a ssimple way. Each of them
will be described in detail in later sections.

Besides, we select answers according to the named entities that the question
might be relevant. Our QA system will guess the interested entity type by looking at
the questions. Position of the interested answer terms is aso important. If the
length of answering sentences is longer than restricted length, the final answer text
has to include the actual answer. We also propose a method to implement this idea.
The proposed algorithm will be described later.

3.1 Interested Entity Type

After taking a question as input, our system first guesses which entity type the
guestion is interested in. The method is simply rule-based. If the question starts
with “who”, “when”, and “where’, it may ask for a person name, a time/date
expression, and a location name, respectively. If it starts with “what” or “which”, or
it is the “Name a ...”-type question, then the system goes on to look at the first noun
behind it. We collected some keywords to indicate the interested entity types, such
as “country” for location name, “person” for personal hame, and so on.

3.2 Named Entity Extraction

Named entity extraction plays an important role in our experiments. It is introduced
while deciding question focusing, doing question expansion, and measuring similarity
between document passage and question sentence.

For named entity extraction, we employ several named entities dictionaries, such
as gazetteer, a collection of family name, efc. Different from simply dictionary
look-up, these dictionaries also include other useful information. For a personal
name, we can know that it is afamily name, amale first name, or afemale first name.
For a country name, we can get its adjective form as well as how to call its people.



For other location names, it provides the names of provinces or countries it belongs to
aswell. Organization names are accompanied by their abbreviations. We have not
employed the information of types of persona names and the superior administrative
division yet.

Time/date expression is smply keywords (Sunday, January, etc) The
resolution of expressions like “yesterday”, “last week” is still undergoing. Other
named entities like quantity and numbers are not handled yet.

3.3 Base Modd - Question Expansion by Named Entity and I nflection Forms

In Base Model, we first decide if there is a named entity in the question sentence.  If
so, we record its equivalence (e.g. abbreviation of an organization name). Notice
that a named entity can be more than one word. For the rest words in the question
sentence, we remove stop words and attach the root form and all the inflection forms
of each of them. These newly invited terms are for the use of similarity comparison
later.

The next step is to segment documents into passages as comparison units. The
document set we use is the set of the 50 most relevant documents to the questions.
The relevant document set is offered by NIST. In the Base Model, a passage is
simply a sentence.

For each passage, we aso identify named entities in it, but their equivalences are
not attached. The inflections are not added either. Thisis because we have already
introduced them in the question side.

Then we measure its similarity to the expanded question sentence. For each
word (or phrase) occurs in the passage and also in the expanded question, it
contributes a score to the similarity. By the recent experiment, if it is a named entity,
it contributes 2 points; otherwise 1 point. If it occurs in the origina question, the
contributed score is doubled.

Besides, if a word (or a phrase) does not occur in the question but is of the
interested type of the question, the FOCUS tag is set and the position of this word is
recorded.

While giving answers, those words (or phrases) that are assigned the FOCUS tag
are reported first.  The passage of higher score is considered to be more possible to
carry the answer and is ranked higher.

To meet the length restriction, we have to truncate the passages longer than 250
bytes. We decide the focusing center of each answering passage first. Truncate
characters 125 bytes ahead of the center and also the exceed part if the remaining



passage is still longer than 250 bytes.  For those assigned a FOCUS tag, the center is
the average position of all the found named entities of interest. For those did not, the
center isthe average position of words that al so occur in the question sentence.

3.4 Mode 2—-More Expansion by Synonyms

Besides the basic structure of Base Model, we also expand questions by the synonyms
of ordinary nouns or verbs, i.e., those which are not named entities. Synonyms are
obtained by looking up the WordNet (Miller, 1990).

3.5 Mode 3 - Passage with Co-Reference Resolved

This model is aso based on the Base Model. But we want to resolve co-reference
problem first before measuring similarity with the question sentence. We proposed a
simple strategy to do so: take the first sentence as a passage. If the next sentence
contains pronouns (except “it”), it is merged into the previous passage. Or if the
next one contains a phrase of the pattern “the A” and the word “A” occurs in the
previous passage, it is merged into the previous one, too. It can help resolve
anaphora problem as well as the co-referential noun phrases.

4. Evaluation

Table 1 lists the results of our three models. Three runs were evaluated. Each run
is for each mode, i.e., gantu0l1 for Base Model, and so on. Each answer text can be
judged as Wrong, Correct, and Unsupported. "Unsupported’ means that the
document associated to the answer text does not really support the answer. The
Strict Evaluation only counts Correct ones, and the Lenient Evaluation takes both
Correct and Unsupported ones as correctly answered.

Table 1. Resultsof Three Modelsin the QA Systems

Strict Lenient Strict (Debugged
Run ID ( gged)

MMR Failed MMR Failed MMR Failed

gantu0l| 0.315 |377(55.3%) 0.348 |354(51.9%) 0.333 368 (55.0%)

gantu02 | 0.315 |376(55.1%) 0.341 |354(51.9%) 0.327 365 (53.5%)

gantu03| 0.278 |394(57.8%) 0.309 |370(54.3%)| 0.284 |394 (57.8%)




By Table 1, half of the questions failed to be answered. It is better than the case that
we only answered 1/3 of the questions correctly. There are 24 more questions in
average answered by unsupported documents. Comparing the performance of
different models, Base Model and Model 2 are almost the same, but Model 3 isworse
than the other two. Maodel 2 answered one more question than Base Model did, but
Base Model offered unsupported answers at higher ranks than Model 2 did in the
Lenient Evaluation. Model 3 isworsein either evaluation.

It seems that adding synonyms does not help alot. It even lows down the speed.
The most difficulties we met in QA are often paraphrases, not only synonyms.
Therefore, it might be more efficient to tackle the paraphrases problem.

The reason that Model 3 worked badly may be the over-simplified co-occurrence
resolution. For those questions failed to be answered here but successful in the other
two runs, it was often the case that the passages containing the answer texts have been
expanded into large ones.  The occurrence of co-reference candidates is too frequent
to ssimply concatenate sentences.

But co-reference resolution is helpful for question answering. During the
investigation, we found that a portion of questions can be answered by keyword
matching with co-reference resolved. To integrate the co-reference resolution part
into the system, or find an alternative way to tackle it will be another important future
work.

5. Conclusion

This paper proposed three models. These models can help us to see the usefulness of
each proposed factor. Base Model uses the information of named entity and its
equivaence, as well as the information of inflection forms of general nouns and verbs.
Synonyms of nouns and verbs are proved to be of little use. Simple co-reference
resol ution causes a drawback because of the wrongly merged passages.
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