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ABSTRACT 

 
With the prevalence of digital camera, more and more people 
have the chance to enter the field of photography. Defocus 
blurring easily occurs while taking pictures, and in some of the 
cases a defocused image is considered as an image of defect. In 
this paper, we determine the blurred area automatically on a 
single image. There are plenty of former studies about how to 
perform image enhancement or blur removal on the defocused 
region to restore the content. However, most of these algorithms 
require iterative operations, complex blur models or many image 
sources to acquire a result. The idea proposed in this paper is 
beneficial to image restoration, whereas in most of the cases 
image enhancement usually restores the entire image but not just 
the blurred area only. If automatic blur detection could be done 
in prior, the operation of image restoration would be faster and 
the image quality could be better. In the view point of computer 
vision, the knowledge about blurred region may offer a useful 
clue for depth prediction or other usages. At the end of this paper, 
we proposed some possible applications where this blur 
estimation idea can be applied to. 

 
1. INTRODUCTION 

 
As recent advances in digital photography, coding and electronic 
optical technologies have made digital camera very popular; 
more and more people are encouraged to take pictures with their 
own digital cameras. It is very easy to ruin a picture if the 
photographer (or user) does not set the focus of camera correctly. 
Hence, there are lots of commercial software packages helping 
people to restore their images. Nevertheless, with these software 
tools, usually plenty of time must be taken to get one enhanced 
image.  

Many approaches for blurring detection have been proposed in 
the literature [2] - [27]. However, most of them are pretty slow 
and complicated. If the speed of the image restoration process 
cannot catch the pace people take pictures, that process is not 
likely to be accepted by the masses. An efficient and real-time 
algorithm for automatic blur detection in digital photography 
will thus be very useful. 

In this paper, we propose a new scheme for blur estimation. 
First, we apply a procedure similar to Marichal’s [1], which uses 
some DCT domain knowledge to estimate a rough quality of the 
entire image by calculating and summarizing the histogram of 
DCT coefficients. The first phase provides us the prior 

knowledge about the image. Next, some normalization and 
thresholding operations are performed on each of the DCT 
blocks. Some metrics are then defined to distinguish blurred 
regions from sharp regions. The last phase is to estimate the 
degree of blurring by combining the prior knowledge and the 
distance information. After those operations, the blurred regions 
are thus detected. 

 
2. PREVIOUS WORK 

 
There are abundant studies in the field of blur estimation. 
Marichal et al. [1] tries to measure a global camera blur in a 
simple yet robust way. Based on the histogram of non-zero DCT 
coefficients, a 3-phase scheme is developed to accomplish the 
entire estimation process. The first phase is to take into account 
all the DCT coefficients of the entire image as a whole. This 
global information offers the idea about the degree of global 
sharpness/blurring. Since these non-vanishing DCT coefficients 
are actually image-dependent, the second phase is to look at the 
null coefficients only.  These blurred images tend to have most 
of their high frequency DCT coefficients set to zero regardless 
their image contents. Then, in the last phase, the factor of image 
size is removed by normalizing the histogram information. The 
number of non-zero occurrences of an AC DCT coefficient is 
divided by the number of non-zero occurrences of the DC 
coefficient. After these three phases, a quality number ranging 
from 100% (no blur) to 0% (totally blurred) is generated. The 
pseudo codes of this process are provided in Fig. 1. The method 
proposed by Marichal et al. has the advantages in its simplicity, 
but it does not provide the blurring measure in a correct sense 
when applied to an extremely blurred image. That is, when we 
test this algorithm on an entirely out-of-focus image, the 
resulting quality values may indicate that the images are just 
partially blurred. For example, the quality number for Fig. 3 (b) 
is estimated to be only about 80% blurred. Empirically, we 
found that the totally blurred value is 0% only if the image 
contains a single monotone color. This is unlikely to be the case 
when we deal with a blurred image. As the experiments done 
above, the method proposed by [1] would provide non-linear 
result as the quality proportional to the percentage of blurred 
regions. 

For the sake of simplicity, we didn’t consider those algorithms 
which are highly complicated or require multiple images to 
determine blurred regions. For more details and other studies, 
readers are referred to the references. 



 
3. DISCOVERY AND LOCALIZED BLUR 

ESTIMATION SCHEME 
 
Our idea starts from the variation of DCT coefficients when a 
blur filter is processed over an image. We use a Gaussian 
blurring filter to approximate the true blurring kernel in real 
defocused images. We discover that the DC coefficient tends to 
become greater whereas those AC coefficients tend to become 
smaller when the blurring operator is applied. Hence if we could 
separate those regions with high DC and low ACs from those 
regions with an opposite distribution of DCT coefficients, it is 
possible to tell which parts of the images are blurred. Supported 
by experiment results, we will demonstrate the effectiveness of 
this idea in blur estimation. There are some more discoveries 
while examining the variations of DCT coefficients. Further; 
discussions will be given in Section 6. 

The proposed scheme consists of 3 main phases. Details of 
each phase are to be presented as follows: 
1. The first phase is set to adjust the threshold to distinguish 

blurred regions. A problem has been encountered when we 
looked at entire non-blurred images and totally-blurred 
images, see Fig. 4 (a), (b). Mean DCT coefficients could 
separate the difference between blur and sharp regions and 
comprehensible for human. But it does not provide the true 
boundaries about the blurred regions, thus a thresholding 
operation must be done here to obtain blurred regions. If the 
threshold is a constant, inevitably some regions in an entirely 
non-blurred image will be declared as blurred and vice versa. 

To aid this problem, an adaptive threshold is applied. We 
review on the method proposed by [1] and consider the 
quality measure might helpful in this case. After modifying a 
bit of its algorithm about the weighting matrix, we gain some 
improvement on the global blur estimation. The quality 
range of the estimation on overall sharp/blurred image is 
extended from 100%/80% to 100%/70%. Now the modified 
algorithm could provide a global blur estimation which could 
be taken as the prior knowledge about the target image. With 
this prior information, we could first detect the image is 
globally blurred or not then we adjust our threshold to meet 
the requirement about the condition of the target image in the 
final phase to obtain good estimation. 

2. The middle phase is the blur estimation core of the whole 
process. A mean DCT block of coefficients of the target 
image is calculated in this phase. Then we process through 
every DCT block to normalize to this mean value based on 
the observation of the phenomena when we blur an image. It 
is the separation operation to distinguish blurred regions 
from sharp regions which originates from the idea described 
at the beginning of this section. Taking the mean DCT 
coefficients as a normalization threshold is generally good 
because the mean values are more content dependent thus 
the separation is more accurate and independent of what 
content is. After the normalization is done, we convert the 
image into spatial domain and do a smooth procedure to 
reduce the edginess of the resulting image. Till now we have 
an overview about the image of its blur condition. The 
brighter parts of the image indicate that those regions are 

Figure 1. Pseudo codes proposed by [1]. 



sharper. The extremely bright areas we call the areas are at 
focus. Therefore, the darker parts of the image are in the 
sense of blurred regions or smooth surfaces. Human could 
have the feeling about those differences, but more steps shall 
be done for a better threshold and for computer to realize the 
knowledge for blurred regions. 

3. The last phase is done by varying thresholds from the 
interval of mean minus four times of standard deviation to 
plus 4 times of standard deviation. The amount of threshold 
is varying with the quality factor acquired from the first 
phase. Blurred regions are shown as white regions in the 
detection results. For experiment results, please refer to the 
experiment result section. 
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Figure 2. Block diagram of the blur estimation scheme proposed. 
 

 
4. EXPERIMENT RESULTS 

 
We have test on several kinds of images, the following results 
are grouped by the manner of test images. 

In this group, results are the of normal photography image. 
We perform our test on an image which has partial sharp and 
blurred regions. As seen in Fig. 3, (a) is the input image, which 
has a quality number of 78.07%; this number is generated from 
the first phase, indicates the degree of global sharpness. Fig.3 (b) 
is the normalized image of Fig. 3 (a), which is the result of the 
second phase. It could be observed that sharper regions are 
brighter and blurrier regions are darker. After thresholding, final 
result is shown in Fig. 3 (c), black blobs indicate sharp regions 
and white blobs indicate blurred ones. This algorithm does 
indicate the sharp regions (keypad on the phone) and blurred 
ones (backgrounds). Blurred regions are locally estimated, blur 
percentage is 88.3848 %. The final results and are quite close to 
our expectation. 

Since the algorithm has proven its effectiveness in localized 
blur detection on normal images, we furthermore verify our 
method on some other extreme sharp/blur cases. Fig. 4 
represents the cases of overall sharp/blurred images. In this 
group of experiment, the essentiality of the first phase is 
unfolded. If the threshold is not taken adaptively, we will expect 
some blurred region detection in an overall sharp image or some 
sharp region detection in an overall blurred image. Our method 
could avoid those misdetections via the global sharp/blur degree 
estimation. The quality number is 100% in Fig. 4 (a), which 
means a tight threshold is applied to this image; hence the blur 
detection is 0% (Fig. 4 (e)). On the other hand, the image of Fig. 
4 (b) has a quality number of 73.75%, which will result in a 
loose threshold on this image; the blur detection result is 100% 
blurred. In these cases, extreme sharp/blur images are detected 
correctly. 

After those experiments on images which are blurred by 
defocus, we perform our test on those images which are blurred 
by Gaussian filtering. The test image Fig. 5 (a) is the texture 

from ordinary floor (shot is taken perpendicularly to the floor), 
and Fig. 5 (b) is the image after applying Gaussian blur of 4 
pixels on (a). We want to determine whether we algorithm is 
working on other blurred images or not. The results of Fig. 5 (e), 
(f) are clear. The image that Gaussian filtering is not applied is 
having quality number of 100% and the blur percentage is 
0.0156 %. The error might result from some minor lens 
distortion or defocus. For the image applied Gaussian filtering, 
the quality number is 47.84% and the blur percentage is 100%. 
Thus the results are very convincing. 
 

 
(a) 

  
(b) 

  
(c) 

 
Figure 3. Local blur estimation on a partially defocus blurred image, (a) a 
partially defocus blurred image, , (b) the blur estimation result of (a) after 
the second phase, with brighter blobs indicating sharper regions while 



darker blobs indicating blurrier regions , (c) the final blur estimation 
result of (a), with white blobs indicating blurred regions.  
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Figure 4. Comparison of local blur estimation between an overly sharp 
image and an overly blurred image, (a) an overly sharp image, (b) an 
overly blurred image, (c) the blur estimation result of (a) after the second 
phase, with brighter blobs indicating sharper regions while darker blobs 
indicating blurrier regions , (d) the blur estimation result of (b) after the 
second phase, (e) the final blur estimation result of (a), with white blobs 
indicating blurred regions, (f) the final blur estimation result of (b).  
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Figure 5. Comparison of local blur estimation between an user generated 
overly sharp and an user generated overly blurred image, (a) an overly 
sharp image, (b) an entire Gaussian blurred  image of (a), (c) the blur 
estimation result of (a) after the second phase, with brighter blobs 
indicating sharper regions while darker blobs indicating blurrier regions , 
(d) the blur estimation result of (b) after the second phase, (e) the final 
blur estimation result of (a), with white blobs indicating blurred regions, 
(f) the final blur estimation result of (b). 
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Figure 6. Local blur estimation on images defocus from different shot 
angle of a word poster, (a) an overly sharp image which is taken 
perpendicularly (90 degrees) to the poster, (b) an partially defocus 
blurred  image which is taken from 40 degrees to the poster, (c) the blur 



estimation result of (a) after the second phase, with brighter blobs 
indicating sharper regions while darker blobs indicating blurrier regions , 
(d) the blur estimation result of (b) after the second phase, (e) the final 
blur estimation result of (a), with white blobs indicating blurred regions, 
(f) the final blur estimation result of (b). 
 

Next we experiment on images defocused via different aspect 
angle. For a plane, if the shot is taken perpendicularly (90 
degrees to the plane), without taking account of lens distortion, 
the shot image shall be purely sharp. While varying the shot 
aspect angle from 90 degrees to 0, there would be more and 
more blurred regions caused from defocusing. In Fig. 6, we look 
into the case of continuous defocus cases. The blur percentage of 
Fig. 6 (a) and (b) are 46.9242 % and 54.5535 % respectively. 
This poster is generated from random word sequences with 
arbitrary font and size. The misdetection on blurry might result 
from the empty background, which is the paper. This might be 
considered as a special case. 

The last group of results is performed on a real plane with 
texture. The test plane is a large wood plate; several shots have 
been taken from different aspect angles. Here is the comparison 
of the shots taken in the angle of 90 degrees and 40 degrees to 
the plane. From Fig. 7, we could see that the misdetection does 
not exist in this case. We have quality number of 100% and blur 
percentage of 0% in the image shot at 90 degrees, and quality 
number of 87.38% and blur percentage of 18.0129% in the 
image taken at 40 degrees. From the outcomes, we might say 
that this algorithm is somewhat content-dependent; but in most 
ordinary cases with textures, this method offers reliable results. 
 

  
(a)    (b) 
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Figure 7. Local blur estimation on images defocus from different shot 
angle of a wood plate, (a) an overly sharp image which is taken 

perpendicularly (90 degrees) to the plane, (b) an partially defocus blurred  
image which is taken from 40 degrees to the plane, (c) the blur estimation 
result of (a) after the second phase, with brighter blobs indicating sharper 
regions while darker blobs indicating blurrier regions , (d) the blur 
estimation result of (b) after the second phase, (e) the final blur 
estimation result of (a), with white blobs indicating blurred regions, (f) 
the final blur estimation result of (b). 
 

From above results, it could be shown that our proposed 
scheme is effective in localized blur detection and most 
outcomes it offers are reliable. In Fig. 6 and Fig. 7 given above, 
it implies that if we could tablet all the blur percentage results of 
an image related to its shot angle of a certain plane, we might be 
able to identify the aspect angle of that plane to the camera next 
time an image of the plane is taken. And this might be useful in 
robotic vision applications.  
 

Fig. 3 (a) Fig. 4 (a) Fig. 4 (b) Fig. 5 (a) Fig. 5 (b) Fig. 7 (a) Fig. 7 (b)
Quality number 78.07% 100% 73.75% 100% 47.84% 100% 87.38%
Blur percentage 88.38% 0% 100% 0.02% 100% 0% 18.01%

 
Table 1. Results of experiment groups, the poster (Fig. 6) data is 
excluded because the content of the image is not likely to occur in 
ordinary 

 
5. ERROR DISCUSSIONS AND BOTTLENECKS 

 
In most of the time our method is reliable, but it is under some 
assumptions. As the scheme we proposed is a three stage 
algorithm, the error could be resulting from either one of the 
stages. Stage 1 which is the prior knowledge obtaining stage has 
huge effect on the threshold that the next stage chooses. In some 
special cases it would result in inaccuracy of blur estimation, if 
some learning effort could be spent on this stage, the prediction 
results shall be very robust. Since our method is plainly based on 
the DCT domain knowledge, inevitably we would encounter the 
problem that how to distinguish a plain, stainless surface (such 
as a plain wall) from a blurred scene. Thus when the image 
contains a great amount of smooth, single-color region, our 
estimator might have a chance of misdetection. But this is the ill 
defined problem in computer vision, in some extreme cases, 
even human can’t tell a blurred region from a smooth one. In [4], 
[11] also have mentioned about this problem, to relief from it, 
they define the scene must not be entirely empty nor smoothed. 
Hence we set up some criteria such as our target scene must be 
textured and is taken from camera to prevent some misdetection 
and increase our accuracy. 
 

6. FUTURE APPLICATIONS 
 
As we mentioned before in the earlier sections, this estimation 
method could be widely applicable. Taking the effect of defocus, 
we could see that human can interpret the blur effect into the 
sense of the aspect angle of the surface he is looking at or to tell 
from near or far part of a plane. By obtaining few known aspect 
angle images of the target plane, and combining with the blur 
estimation method, we could identify the surface aspect angle 
via the distribution variation and the amount percentage of the 



blurred regions. Thus it is helpful in some robot vision problems 
and provides another way of passive detection. 
 

7. CONCLUSIONS 
 
The new scheme in blur estimation has been described in this 
paper. Tests of this method are operated on a computer 
environment of 1.3G CPU with 640MB RAM. For each run of 
estimation, the calculation interval depends on the size of the 
target image and varies from couples of seconds (5 mega pixels 
image) to instant. Experiment results show that this scheme has 
its power in blurred regions detection and the advantages of 
simplicity. By handling the problem criteria carefully, this 
scheme is useful in other applications. 
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