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Modeling Frame Synchronization for UMTS
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Abstract—Third Generation Partnership Project (3GPP) speci- the quality of the wireless link of a cell in the active set is below
fication TR 25.950 proposedHigh-Speed Downlink Packet Access some threshold, then the cell is removed from the active set. The
for the Universal Mobile Telecommunication Syste@QUMTS). In  gj; 6 of an active set is typically limited to three cells. In a stan-
this mechanism, an active set of cells is defined for everyser dard UTRAN [5 ltiol dio t . th ist b
Equipment (UE) communication session. The cell with the best ar [5], mu |pe_ radio rgnsmISSIOp paths e)?'s e-
wireless link quality (called the serving cell) in the active set is tweenthe UE and all cells in the active set. This mechanism does
selected for communication with the UE. When the wireless link not support high-speed downlink transmission because multiple
quality of the old serving cell degrades below some threshold, a radio links to an UE may increase the overall interference within

new serving cell in the active set is selected to continue the COM-tha UTRAN. and thus the data transmission rate decreases
munication session. Our previous work proposed a High-Speed ’ :

Downlink Packet Access (HSDPA) overflow control scheme with ~ Third Generation Partnership Project (3GPP) specification
four frame synchronization algorithms to switch the serving cell, TR 25.950 [4] proposed a mechanism to suppdigh-Speed
and formally proved thg correctness of the scheme. In this paper, Downlink Packet AccessISDPA) [4], [2], [3], where a UE only
we propose an analytic model to investigate the performance of ¢, mmynjcates with one cell (called the serving cell) in the active
these frame synchronization algorithms, and show how the user . . . .
movement patterns affect the control message delivery costs ofse_t' T_h's serv_lng C?" is selected by trest Cell Selectloﬂ_:CS)
these algorithms. criteria described in 3GPP TR 25.848 [3]. Other cells in the ac-
Index Terms—Frame synchronization, High-Speed Downlink Flve set will not.tra.msmn pgcketframes to the UE. Therefore, the
Packet Access (HSDPA), Universal Mobile Telecommunication interference within a cell is potentially decreased, and the trans-
System (UMTS). mission rate for a communication session is increased. Several
feasibility studies have been contributed to HSDPA [16], [19],
[9], [12], [14], [13]. The topics addressed in these studies in-
cludeAdaptive Modulation and Codingybrid Automatic Re-
NIVERSAL Mobile Telecommunication Sysi@MTS) peat RequestndPacket Schedulem this paper, we will focus
[6] supports high data transmission rate for mobile usersn the frame synchronization issue (to be elaborated later) for
As shown in Fig. 1, the UMTS system consists of Teerestrial FCS.
Radio Access NetworfU TRAN) and the core network. The |, HSDPA, the RNC sends the packet frames to all cells in
UTRAN consists of radio base stations (Node Bs) &adlio the active set. For the serving cell, the packet frames are for-
Network Controller{RNCs). The RNC and Node Bs are conyarded to the UE. For each nonserving cell, the packet frames
nected t_hrough an asynchronous tranfsfer mode (ATM) UetWOQfe queued in a buffer. If the link quality for high-speed down-
The radio coverage area of a transmitter in a Node B is callgf transmission from the serving cell to the UE degrades below
a cell. In this paper, we will use the term “cell” to represen§ome threshold, the UE selects the best cell in the active set as
“Node B.” A User Equipmen(UE) communicates with a cell the new serving cell. Then the next packet frames are transmitted
through the air interface Uu [1]. In a UE communication segrom the new serving cell to the UE. When the UE switches to a
sion, several cells (Node Bs) are defined ametive setlfthe new serving cell for downlink packet access, the new serving
quality of the wireless link between the UE and a cell is aboyg| should be informed of the status of the buffer (i.e., the
some threshold, then this cell is included in the active set. Whgiimper of packet frames received by the UE) in the old serving
cell, and adjust its buffer appropriately, so that the next packet
Manuscript received May 21, 2002; revised September 6, 2002. Tfirame is correctly delivered from the new serving cell to the
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RNC: Radio Network Controller
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GGSN: Gateway GPRS Support Node
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Fig. 1. The UMTS architecture.
Il. THE OVERFLOW CONTROL SCHEME FORHSDPA Algorithm OFC2is exercised aCell, [see Fig. 2(2)] to

perform flow control between the RNC anétll;. When
Cell, has received all packet frames of the current window,
it checks the free space of the buffer. If there is enough
free space to accommodate the packet frames in the next
window, Cell, replies anACKmessage to the RNC. Oth-
erwise,Cell, suspends thACKmessage sending until the
buffer has enough free space.

This section describes the overflow control scheme and the
four frame synchronization algorithms proposed in [17]. We
first describe the overflow control scheme (consisting of algo-
rithms OFC1-OFC4) exercised during downlink transmission.
Then, the four frame synchronization algorithms proposed in
[17] are presented.

A. The Overflow Control (OFC) Algorithms Algorithm OFC3 performs flow control betweei@ell,

To exercise HSDPA, every celCell; in the active set [see Fig. 2(3)] and the UE [see Fig. 2(4)], where the
maintains a first in first out (FIFO) buffer. The UE maintains  stop-and-wait hybrid automatic-repeat request (ARQ)
a counterC Ryg to indicate the number of received packet (SAW-Hybrid ARQ) [20] is used for flow control. If the
frames. When the UE switches the wireless link from the old UE receives an error packet frame frdtell,, it replies

serving cell to the new serving cell, tliéRyg value is sent to a NACKmessage tdCell, through the uplinkdedicated
the new serving cell for frame synchronizati@iell; maintains physical control channgDPCCH) in the air interface, and
the C'S; counter to count the number of packet frames that have Cell, retransmits the packet frame to the UE. If a correct
been processed Wyell;. If Cell; is a serving cell, thed'S; is packet frame is received, the UE incremeft&yg by

the number of packet frames that have been received by the UE. one and replie€ell, an ACKmessage through the uplink
If Cell; is a nonserving cell, the@'S; is the number of packet DPCCH. ThenCell, deletes the last transmitted packet
frames deleted from the buffer. To initiate HSDPA, the UE  frame from the buffer, and incrementsS; by one. This
selects the serving cell based on the fast cell selection criteria algorithm guarantees that tidieRyg value is the same as
as described in the previous section, aWlyg andC'S; values the C'S, value inCell,.
are initially set to zero. The relationship among the overflow
control algorithms is illustrated in Fig. 2. These algorithms  Algorithm OFC4is exercised by a nonserving cé€lkll;
are executed by the RNC (i.e., OFC1), the serving cell (i.e., [see Fig. 2(5)] to process the packet frames received from
OFC2 and OFC3), and the nonserving cell (i.e., OFC4). The the RNC. WherCell; receives a packet frame, it checks if
OFC1-0FC4 algorithms are described as follows. the buffer overflows. If so, it deletes a packet frame in the
Algorithm OFClis exercised at the RNC [see Fig. 2(1)]. front of the buffer, adds.the received packet frame att.he tall
; ; . . ; of the buffer, and then incrementsS; by one. Otherwise
A window-based flow control algorithm with window size

w is used for downlink transmission from the RNC to the (ie., the buffer does _”Ot overflow), it adds the received
cells in the active set. The ATM AAL2 is adopted for links packet frame at the tail of the buffer.

between the cells and the RNC [5], which is considerdd [17], we proved that for a nonserving célkell;, CS; <
reliable. The RNC sends a packet frame to every cell in tli@Ryr. We also proved that with an appropriate frame syn-
active set. After sending all packet frames of the currenhronization algorithm (to be presented in the next subsection),
window, the RNC must wait for alCK message from OFC4 can safely delete packet frames in the buffer of a non-
the serving cellCell; (see Algorithm OFC2) before it canserving cell, and after the nonserving cell becomes the serving
proceed to send packet frames in the next window. cell, no packet frame is lost.
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Serving Cell
(Old Serving Cell)

Non-Serving Cell

(New Serving Cell)
Fig. 2. The relationship among the OCF1-OFC4 algorithms.
EE] Cell,  Cell can be carried by one uplink DPCCH is limited. When
the C Ryg value exceeds the size that can be transmitted

: Change_Serving_Cell_Request

Serving_Cell_Activation

Serving_Cell_Activation_Response

-9 _ _©

I High-speed packet transmission is resumed between the UE and Celln.

Fig. 3. The control message flow for the BFS algorithm.

B. The Frame Synchronization Algorithms

If the wireless link quality between the serving cell and the
UE degrades below some threshold, the UE selects another cell
in the active set as the new serving cell. Let the old serving cell
and the new serving cell b@ell, and Cell,,, respectively. In
[17], we proposed four alternatives for frame synchronization.

Basic Frame Synchronization (BFSljhe frame synchro-
nization information (i.e.C' Ryg) is carried through the
uplink DPCCH’s in the air interface. As shown in Fig. 3,
the algorithm consists of two steps.

Step 1.The UE andCell, first exchange th&hange
Serving_Cell_Request and Change_Serving_Cell
Response message pair. At this pointell, stops down-
link transmission to the UE and then executes OFCA4 to
process the packet frames received from the RNC.

Step 2. The UE and Cell, exchange the
Serving_Cell_Activation (containing theC' Ry g value)
and Serving_Cell_Activation_Response message pair,
which indicates tha€Cell,, will be the serving cell. In
this step,Cell,, deletesCRyg — CS,, packet frames
in the front of the buffer, and then executes OFC2 to
handle the next packet frames received from the RNC.

In [17], we have proved that afteCell, has deleted

C Ryg — C'S,, packet frames, the number of packet frames
received by the UE is the same as that processed by the
new serving cell (i.e., no packet frame is lost during
the switching of the wireless link). In Step 2 of BFS,
the Serving_Cell_Activation message is carried through
uplink DPCCH in the air interface. The information that

through a uplink DPCCH, more than one uplink DPCCH
transmissions are required to deliver th&yg value.
Network Frame Synchronization (NFS)he frame syn-
chronization information (i.e('S,) is delivered through
the ATM network. Fig. 4 illustrates the message flow for
NFS, where three steps are executed.

Step 1.The UE andCell, exchange theChange
Serving_Cell_Request and Change_Serving_Cell_
Response message pair. Thefiell, becomes a non-
serving cell as described in Step 1 of BFS.

Step 2.When Cell, receives theChange_Serving_
Cell_Request message, it sends the frame synchro-
nization informationC'S,, to Cell,, by exchanging the
Change_Serving_Cell_Request and Change_Serving_
Cell_Response message pair through the RNC.

Step 3TheU F andCell,, exchange th&erving_Cell_
Activation and Serving_Cell_Activation_Response
message pair. At this poinGell,, deletesC'S, — C'S,,
packet frames in the front of the buffer, and then be-
comes the serving cell. Note that the message formats
of this step are the same as that in Step 2 of BFS except
that theC Ryg field is void in this step.

Combined BFS and NFS (CFSjrom the descriptions
for BFS and NFS, it is clear that if th& Ryg value
can be fitted in one DPCCH, then the number of control
messages exchanged in BFS is less than that in NFS.
On the other hand, if multiple DPCCHSs are required to
deliver CRyg in BFS, then the control message delivery
cost of BFS is higher than that of NFS (because the
DPCCH delay is anticipated longer and less reliable than
that of message delivery in the wireline ATM network).
CFS combines BFS with NFS to take advantages of both
algorithms. In this algorithm(ell, determines whether
BFS or NFS should be exercised when it receives the
Change_Serving_Cell _Request message. LefV* be the
maximum number that can be carried through one uplink
DPCCH transmission. IfC'S, (which is the same as

C Ryg) is no larger thanV*, thenCell, triggers to exe-
cute BFS, and”’ Ryg is sent toCell,, through messages
in Fig. 3(2). Otherwise (i.e(¢'S, > N*), Cell, executes
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Fig. 4. The control message flow for the NFS algorithm.

NFS by sending thé'S, value toCell,, through messagesresidence time of a UE be a random variable with the density
in Fig. 4(2). function f(¢), Laplace transfornf*(s), and the expected value

CFS With Counter Reset (CFSCR)onsider an HSDPA 1/p. Ifthe _downllnktra_lnsmlsswn_sessmn is not comple_ted after
. . . the UE switches to th¢+ 1th serving cell, then the session age
transmission session. Suppose thidrame synchroniza-

tions are performed in this session (i.e., the UE switcht" (the interval between the start of downlink transmission and
P U (\?v%en the transmission is switched to thelth serving cell) is a

?16 riln]g gegs)‘]if“rr:gfé' tﬁ;:;\?f tg:éi?tefrggggrr?;\za;'ggnrandom variable with the density function(¢) and the Laplace

. transform
transmitted, then four more control message exchanges are
required [see (2) in Fig. 4] when the CFS algorithm is ex- " " :
e g, ) x 1) = [ (). ©)

ercised. To reduce the possibility of performing these extra
message exchanges, we can reset coubt&isg andC'S;
by subtracting a numbék after the UE switches to a new
serving cell, where

o= . W

w

LetPr[K = k, J = j] be the probability that the transmission
session is not complete at thieh serving cell, and during;,
there are: packet frames received by the UE. Then we have

0o k
_ Pr[K =k, J=j] = / [(At) } e Mrj(t) dt
In [17], we proved that thé value computed in (1) guaran- =0

tees that after counter reset, the overflow control between \F d’“r*f( s)
. _ k J
the RNC and the serving cell operates correctly. = (F) -1)

I1l. ANALYTIC ANALYSIS

This section investigates how traffic patterns (the session tifd@sed on (4) and (2), we derive tidg ; cost for BFS, NFS,
and the packet frame arrival rate) and the serving cell resider@¥ CFS. Thel; ; cost for CFSCR can also be evaluated by
time (the period in which the UE resides in a serving cell ari¢fing (4) through extra tedious derivation. For the demonstra-
receives downlink packet frames from that cell) affect the pelfon purpose, we only present the CFSCR performance through
formance of BFS, NFS, CFS, and CFSCR. Specifically, whéhe simulation experiments.

the UE switches from thgth cell to thej + 1th cell during a Algorithm BFS:Suppose that in an uplink DPCCH trans-

communication session, we compute the numher of control mission,b bits are used to keep the frame synchronization
messages delivered in the air interface (between the UE and the . tormation: that is

cells) and the numbert,, ; of control messages delivered in the

ATM network (among the new serving cell, the old serving cell,

and the RNC). Letl,, andd,, be the expected transmission de- N*=2°_1 or b= log, (N* 4 1). (5)
lays inthe air interface and the ATM network, respectively. Then

the net costl, ; for frame synchronization and cell switching

to thej + 1th cell can be expressed as The numbeBy g of bits required to carry th€ Ryg value

can be expressed as
ds,j = Ny j dr+nn,j dn (2)

(6)

Let packet frame arrivals to the UE in a downlink transmission B — [log,(CRye + 1)1, if CRyg > 1
session be a Poisson stream with rate_et the serving cell UF T, if CRyg = 0.
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When the UE switches from thgh cell to thej + 1th cell, TABLE |
BFS requiresM uplink DPCCH transmissions, whefd THE d.. VA?{“I’ES_F‘gZC.FNS,i S_MUILO’;T;O“/' YE;SUSANALYS'S
is expressed as S i
P A/p | Simulation | Analysis Error
Bug 500 | 22.6597d, | 22.6548d, | 2.162 x 102
M= [Tw . @) 1000 | 23.6607d, | 23.6606d, | 4.226 x 10—°
1500 | 23.8733d, | 23.8715d, | 7.539 x 10—°
. . o 2000 | 23.9391d 23.9386d,, | 2.088 x 10~°
Forj > 0, letPr[M = J = 4] be the probabilit n n
J = t| m 7l P y 2500 | 23.9596d, | 23.966d, | 2.712 x 10~

that there aren uplink DPCCH transmissions when the
UE switches to thg + 1th cell. From (4)—(7), we have
Note that our derivation applies to any cell residence time

Pr[M =m, J = j] distributions whose Laplace transforms have close forms. The
2b—1 . _ Gamma distribution is selected to represent the cell residence
1;0 Pr[K =k, J = j], ifm =1 time distribution because this distribution can be used to

approximate many distributions as well as the measured data

2mb_1
> Pr[K =k J=j], if m >1 obtained from PCS fields [15], [8], [10], [11]. By applying (12)
k=2(m—1)b into (3), we have

and the average number of DPCCH transmissions in BFS G/ (no)?)

50 = () (13)

EM,J=j]=Y_ mPrM=m,J=j]. (8) By substituting (13) into (4)Pr[K = k, J = j] is rewritten as
m=1
Inthe BFS message flow (see Fig. 3), itis clear that, = PriK =k, J =] ,
0 and Ak L d* y (i/(no)?)
- <F> (=1) dsk </1,+/L20'2S>
ds j =B+ E[M, J=j])d. . s=A
- I k-1 (G/(no)?)
, = (w02 S
= (3+ 2—:1 mPr[M =m, J = J]) dr. (9) (ko) k <u+ ;Pa?/\)

_weh (14)
Algorithm NFS:When the UE switches from thgh to the % w4 p2o?x )
j + 1th cell, we have:, ; = 4 andn,,, ; = 4 as illustrated
in Fig. 4. Therefore From (9), (11), and (14),, ; for BFS and CFS can be com-

puted. We also conduct simulation experiments to validate the
ds, j = 4d, + 4d,,. (10) analytic results. The simulation technique used in this paper is

similar to the one described in [18], and the details are omitted.
Table I lists thel, ; values of CFS obtained from simulation and
analysis. In this table, the cell residence times are exponentially
distributed. The table indicates that the analytic results match
tlosely with the simulation data. For gamma cell residence time
distributions, similar results are observed and are not presented

Algorithm CFS:If CRyg < N*, then BFS is executed,
and four messages are exchanged among the(dE,,
and Cell,, through the air interface. Otherwise (i.e.
CRyg > N*), NFS is exercised. From (9) and (1@), ;

is expressed as

here.
ds’j:4dTPI'[ORUE§N*./J:j]+(4dr+4dn) VN Ex
« (1 - Pr{CRup < N*, J = j]) . NUMERICAL EXAMPLES
=4d, +4d,(1 —Pr[CRyp < N*, J=j]) (11) In this section, we use numerical examples to investigate the
' " - performance of the four frame synchronization algorithms.
where Effects ofA/u and j on Algorithms BFS, NFS, and CFS:
N* Fig. 5 plotsd;, ; as functions of\/ i andj for BFS, NFS,
Pr[CRyg < N*, J = j] = Z Pr[K =k, J = j]. and CFS, wherd, = 5d,,, N* = 2'°—1 = 1023, andj =
=0 3. In this figure, both the packet frame interarrival times
and the cell residence times are exponentially distributed.
To compute (4), we assume thétt) is a Gamma density func- N Fig. 5(a), we observe that CFS outperforms both BFS
tion with meant /1., standard deviatiom, and the Laplacetrans- ~ @nd NFS in terms ofl, ; delay. When\/ is small (i.e.,
form A/p < 700), thed, ; costs for the frame synchronization

algorithms have the following relationship:

(1/(po)?)
) (12)

0\ H
fr(s) = <4u T 2075 ds, j(CFS = dy, j(BFS) < ds, ;j(NFS).
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When\/p = 100, CFS has 16.63% improvement over
NFS in terms of thel, ; performance. As\/u becomes
large (i.e.,A\/p > 700), the following relationship is ob-
served:

ds’j(CFg ~ dSVJ(NFS) < dSVJ(BFS)

When\/p = 1100, CFS only has 3.78% improvement
over BFS in terms of the, ; performance. It is clear that
the improvement of CFS over BFS is not significant. We
will show later (see Fig. 6) that by modifying CFS with
counter reset, the CFSCR algorithm may significantly out-
perform both CFS and BFS. In Fig. 5(b), whgnhanges,
we observe the same trend shown in Fig. 5(a), which indi-
cates that\ /. andj have the same effects on BFS, NFS,
and CFS.

Effects of\/x and j on Algorithm CFSCRBased on
the simulation experiments, we investigate the; per-
formance for the CFSCR algorithm. Fig. 6 compares
BFS, CFS, and CFSCR with the same input parameter
setups as that in Fig. 5. The figure indicates that;
(CFSCR) outperforms botths ; (BFS) andd, ; (CFS) in

all cases. As\/u andj become large, the improvements
are more significant. For example, whenp = 11,
CFSCR has 12.5% and 9.05% improvements over BFS
and CFS, respectively [see Fig. 6(a)]. Whgn= 11,
CFSCR has 19.5% and 16.09% improvements over BFS
and CFS, respectively [see Fig. 6(b)]. Fig. 6(a) shows
that d,, ;(CFSCR) is not affected by (since CFSCR
performs counter reset in every cell crossing). On the other
hand, Fig. 6(b) shows thal, ;(CFSCR) increases ag
increases. A largek/u implies that more packet frames
are received by the UE in a cell. In this case, it is more
likely that for every CFSCR frame synchronization, NFS
is exercised and the counters are always reset. Therefore,
largerds, ; value is introduced.

Effects of the Window Size on Algorithm CFSCRIin

Fig. 6, we also study the effects of the window sizen the
CFSCR algorithm. This figure shows th&t ; (CFSCR)
increases slightly a® increases. From (1), it is clear that
asw becomes larger, the count&ff2yg andC'S, are sub-
tracted by a larger number. Therefore, after switching to a
new serving cellC' Ryg becomes a smaller value. In this
case, it is more likely that BFS is executed when the next
cell switching occurs, and smallég ; value is expected.
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Effects of Gamma Cell Residence Tintégsed on (11) and
(14), we consider the Gamma cell residence times with var-
iouso (standard deviation) values. Fig. 7 plats ;(CFS)

as functions of\ ando, where the input parameter setups

1 I I

6 7

10 11

Effects of cell residence time variance on the CFS algorithm= 5d,,; N* = 1023;j = 3).

are the same as thatin Fig. 5. The figure indicates that when
A/ < 300, dy, ; is an increasing function of. When
A/ > 300, d, ; is a decreasing function ef. Note that
aso increases, more long and short cell residence times
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TABLE I
THE d, ; VALUES FORCFS WTH PARETO PACKET FRAME INTERARRIVAL TIMES (d, = 5d,,; N* = 1023; j = 3)
A u 100 200 500 800 1100

Exponential | 20.0096d,, | 20.4583d, | 22.665d, | 23.45d, | 23.7281d,
Pareto 20.0707d, | 20.92d, | 22.9642d, | 23.5466d, | 23.7561d,
Error 0.3% 2.2% 1.3% 0.41% 0.12%

are observed. Furthermore, the number of small periods is that in Fig. 5. In this table, we observe that the; values
larger than that of long periods (so that the expected value for Pareto packet frame interarrival times and exponential
remains the same). We consider two cases: packet frame interarrival times are roughly the same, which
Case I.A/u < 300 (i.e., average number of packet indicates that the selection of exponential packet frame in-
frames received by the UE in a cell is less than 300). terarrival time distribution is appropriate for primary per-
If o is small, the UE is expected to receive less than ~formance study.
300 x 3 ~ N* packet frames during three cell cross- V. CONCLUSION

ings. In this case, the BFS algorithm is executed to de-W d vt del and simulati . t
liver frame synchronization messages (with the delat%_ € p;pp(:se:[h an a?ay Ic Mo fethanf simula 'OE expert|men IS
d, ; — 4d,). However, ifo increases (i.e., more longer investigate the performance of the frame synchronization al-

. : : . _gorithms (BFS, NFS, CFS, and CFSCR) for UMTS HSDPA. In
cell residence times are observed), it becomes like

that the UE receives more than 300 packet frames intellzs’ the frame synchronization information is carried through

. . . he air interface (i.e., the uplink DPCCH). In NFS, the frame
Ze"f a:nd4;he+N5d8 )a lgr?]rl:t:r; '? /edxe?#;?:a(svézh;:eind_elagynchron_ization information is_exg:hanged between the old and
c;é]ases " nr R new serving cells trough the wireline ATM network. CFS com-
) bined BFS and NFS, where the old serving cell decides whether
Case Il.A/p > 300 (i.e., the average number of packetq transmit frame synchronization information through the wire-
frames received by the UE in a cell is larger than 300)ne ATM network or the air interface. CFSCR is an enhance-
If o is small, the UE is expected to receive more thaghent of CFS. In CESCR, the counters (that record the number
900 ~ N* packet frames during three cell crossingsf packet frames processed by the overflow control scheme) are
The NFS algorithm is likely to be executed to transmileset to smaller values after every cell switching. Our study in-
frame synchronization messages, and the délay = djcated that CFSCR outperforms BFS, NFS, and CFS in terms
4d, + 4d, is required. On the other hand,dfis large  of the cell switching delayl, ;. The CFSCR improvements
(i.e., more short cell residence times are observed), th@er other frame synchronization algorithms are significant for
UE is more likely to receive less than 300 packet framegng HSDPA transmission sessions. When the number of packet
in a cell, and the NFS algorithm is executed (with thgames received by the UE in a cell is small, ; increases as
delayd., ; = 4d, + 4d,). Consequentlyd. ;/d. is @ the standard deviation of the UE cell residence times increases.
decreasing function of. On the other hand, if the number of packet frames received by

_ _ the UE is larged;, ; is a decreasing function of the standard de-
Effects of Pareto Packet frame Interarrival Timdé&ased yjation of the cell residence times.

on the simulation experiments, we measurethe values
for the CFS algorithm when the packet frame interarrival
times have a Pareto distribution with parametérand!.

The parameter describes the “heaviness” of the tail of the o o .
distribution. The Pareto density function is The abbreviations used in this paper are listed as follows

« BFS: Basic Frame Synchronization
B\ 1\ « CFS: Combined BFS and NFS
frt) = (T) <Z> « CFSCR: CFS with Counter Reset
¢ DPCCH: Dedicated Physical Control Channel
and the expected value is « FCS: Fast Cell Selection
« HSDPA: High-Speed Downlink Packet Access
Elt]=1/x= <3i1> l. (15) * NFS: Network Frame Synchronization
A - ¢ RNC: Radio Network Controller
If G is betweenl and2, the variance for the distribution ~ * SAW-Hybrid ARQ: Stop-And-Wait Hybrid ARQ
becomes infinity. Once a suitable value fois selected to ~ * UE: User Equipment o
describe the traffic characteristics, thelue is determined ~ * UMTS: Universal Mobile Telecommunication System
by the mean of the distribution. It has been shown that * UTRAN: UMTS Terrestrial Radio Access Network.
the Pareto distribution can approximate the packet traffidie notations used in our study include
very well [7]. Table Il lists thei, ; values for both Pareto < b: the number of bits used to keep the frame synchroniza-
(wheres = 1.2) and exponential packet frame interar- tion information in a uplink DPCCH transmission
rival times. Other input parameter setups are the same ass Byg: the number of bits required to carry theRyg value

APPENDIX
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* Cell; (Celly): a cell in the active set (the serving cellinthe [2] 3GPP, “Technical Specification Group Radio Access Network; High

active set) Speed Downlinl_< Packet Acce_ss; O\_/erall UTRAN Description; Release
* Cell, (Cell,): the old serving cell (the new serving cell) zi’or? ;‘ffg ?;53‘1‘1’5;?"2‘38;?“"’ Project, Tech. Rep. 3G TR 25.855 ver
e C'Ryg: a counter maintained by the UE to indicate the [3] 3GPP, “Physical Layer Aspects of UTRA High Speed Downlink Packet
number of received packet frames by the UE Access; Release 4,” 3rd Generation Partnership Project Technical Speci-
. . . fication Group Radio Access Network, Tech. Rep. 3G TR 25.848 version
* CS; (CS,): acounter maintained yell; (Cell,) to count 4.0.0 (2001-03), 2001.
the number of packet frames that have been processed bj] 3GPP, “UTRA High Speed Downlink Packet Access; Release 4.,” 3rd
Cell; (that have been received by the UE) Generation Partnership Project; Technical Specification Group Radio
. o Access Network, Tech. Rep. 3G TR 25.950 version 4.0.0 (2001-03),
* ds ;i the net cost for frame synchronization and cell 2001
switching to thej + 1st cell [5] 3GPP, “UTRAN lub Interface: General Aspects and Principles; Release

e d (d ): the expected transmission delays in the air inter- 4,” 3rd Generation Partnership Project; Technical Specification Group
fr " he ATM K Radio Access Network, Tech. Spec. 3G TS 25.430 version 4.1.0
ace (in the network) (2001-06), 2001.

* f*(s): the Laplace transform of(t) [6] 3GPP, “General Packet Radio Service (GPRS); Service Description;

. f(t): the density function of the serving cell residence Stage 2,” 3rd Generation Partnership Project; Technical Specification
Group Services and Systems Aspects, Tech. Spec. 3G TS 23.060

time of a UE o . version 4.1.0 (2001-06), 2001.
 J: the number of frame synchronization performed in a [7] M. Cheng and L.-F. Chang, “Wireless dynamic channel assignment per-
HSDPA transmission session formance under packet data traffidEEE J. Select. Areas Commun.

] . . vol. 17, pp. 1257-1269, July 1999.
* M: the number of uplink DPCCH transmissions when the (g) | chjamtac, Y. Fang, and H. Zeng, “Call blocking analysis for PCS net-

UE switches from thgth cell to thej + 1th cell works under general cell residence time,"Hroc. IEEE WCNCNew

« N*:the maximum number that can be carried through one__ ©Orleans, LA, Sept. 1999. .
link DPCCH . [9] A. Das, F. Khan, A. Sampath, and H.-J. Su, “Performance of hybrid
upiin transmission ) ARQ for high speed downlink packet access in UMTS,Piroc. IEEE
* n, ; (ny,,;): the number of control messages delivered VTC2001—Fallvol. 4, Fall 2001, pp. 2133-2137.

in the air interface (in the ATM network) when the UE [10] Y. Fang and I. Chlamtac, “Teletraffic analysis and mobility modeling for
PCS networks,lEEE Trans. Communvol. 47, pp. 1062-1072, July

switches from thgth cell to thej 4 1th cell during a com- 1999.
munication session [11] Y. Fang, I. Chlamtac, and H.-B. Fei, “Analytical results for optimal
. Pr[K =k J= J] the probability that the transmission choice of location update interval for mobility database failure restora-
. . . . . tion in PCS networks,TEEE Trans. Parallel Distrib. Systvol. 11, pp.
session is not complete at thith serving cell, and during 615-624. June 2000.
t;, there arek packet frames received by the UE [12] P. Frenger, S. Parkvall, and E. Dahlman, “Performance comparison of
. Pr[M =m,J = J] the probability that there are: HARQ with chase combining and incremental redundancy for HSDPA,”

. L . in Proc. IEEE VTC2001—Falvol. 3, Fall 2001, pp. 1829-1833.
Up“nk DPCCH transmission when the UE switches to the[13] H. Honkasalo, K. Pehkonen, M. T. Niemi, and A. T. Leino, “WCDMA

j + 1stcell and WLAN for 3G and beyond,JEEE Wireless Commuywvol. 9, pp.
« r%(s): the Laplace transform of;(t) 14-19, Apr. 2002. _ , .
U he d ity f . fth . [14] W. S. Jeon, D. G. Jeong, and B. Kim, “Design of packet transmission
* Tj(t)- the _enS'ty un(_:tlon 0 t_ € session age scheduler for high speed downlink packet access systemds?tan.
« t: the serving cell residence time of a UE IEEE VTC2002—Springol. 3, 2002, pp. 1125-1129.

° t] the tlme |nterval between the start Of down_llnk trans- [15] N. L. JOhnSOn,COntinUOUS Univariate Distributions—1 New York:

.. .. . ) Wiley, 1969.
mission .and when the transmission is switched tQ]the [16] T. Kawamura, K. Higuchi, Y. Kishiyama, and M. Sawahashi, “Com-
1th serving cell parison petwet_en multipath intgrference canceller and chi_p equalizer in
+ w: the window size used in the window-based flow control ~ HSDPA in multipath channel,” ifroc. IEEE VTC2002—Springol. 1,

. . . 2002, pp. 459-463.
algorithm between the RNC and the cells in the active Sefl?] P. Lin, Y.-B. Lin, and I. Chlamtac, “Overflow control for UMTS high-

« (8 andl: two parameters for the Pareto packet frame inter-  speed downlink packet acces$ZEE Trans. Wireless Commursub-

arrival time distribution mitted for publication. . .
e )\ th ket f ival rate to the UE i d l k[18] Y.-B. Lin, “Reducing location update cost in a PCS network,”
- the packet frame arrival rate to the UE In a downlin IEEE/ACM Trans. Networkingol. 5, Jan. 1997.
transmission session [19] R. Love, A. Ghosh, R. Nikides, L. Jalloul, M. Cudak, and B. Classon,

« 1/p: the expected cell residence time of a UE :/"'Ti%gosoplee%‘?r?r‘{"g/“g?‘; p;(;:(l;it p5:)002<925354p§g§éma“°e'"P"”’C- IEEE
* 0:the number used in the CFSCR scheme, with which the,o; | cent, “aRQ technique for HSDPA,” Lucent, Tech. Rep. R2A010 021.
C Ryg is subtracted after the UE switches to a new serving
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