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Optimal Placement of Gateways
in Vehicular Networks

Pan Li, Xiaoxia Huang, Yuguang Fang, and Phone Lin

Abstract—In vehicular networks, mobile users in vehicles can
access the Internet and enjoy various kinds of services such as
Voice over IP (VoIP) and online streaming video. To provide
satisfactory quality of service (QoS), we need to appropriately
place gateways to link mobile nodes to the Internet or any other
information networks. In this paper, we address the problem of
optimally placing gateways in vehicular networks to minimize the
average number of hops from access points (APs) to gateways, so
that the communication delay can be minimized. Moreover, we
also investigate how to minimize the total power consumption, and
we show that, when the average number of hops is minimized, the
average capacity of each AP can be maximized.

Index Terms—Delay, gateways, power consumption, vehicular
networks.

I. INTRODUCTION

W IRELESS networks have recently gained more popu-
larity due to low cost and easy and quick deployment.

Many users are using wireless networks in their daily lives.
For example, in their own homes, users can surf the Internet
by accessing an IEEE 802.11 compliant wireless router that is
connected to a modem [1]. Recently, new kinds of wireless net-
works, which are called vehicular networks, have drawn inten-
sive attention. Typically, in vehicular networks, some wireless
devices such as routers or sensors are deployed on the roadside,
acting as access points (APs). Some APs are connected to
gateways with direct links to the Internet such that travelers in
vehicles can enjoy various Internet services. We can also mount
some cameras on the APs to monitor the traffic situation and to
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react to accidents quickly. In addition, vehicles can be equipped
with some wireless device and, thus, can communicate with
each other as well as with roadside APs. The resulting net-
works are called Vehicular Ad hoc NETworks (VANETs). The
Federal Communications Commission has already allocated
75 MHz of spectrum at 5.9 GHz for dedicated short-range
communications from the roadside to vehicles and in between
vehicles [2].

In this paper, we consider the scenario where roadside APs
can cover the whole road so that every vehicle is associated with
a roadside AP within one hop. In this scenario, no matter how
many vehicles there are, the mobile users in vehicles are always
able to access the Internet.

Vehicular networks can be 1-D, such as a network along a
highway, or 2-D, such as a network covering all the roads in an
area. In both cases, for users to access the Internet, we need
to place gateways in the network. It is obvious that making
every AP connected to a gateway is neither unnecessary nor
practical most of the time. Instead, we may want to place just
some gateways in the network. Thus, the problem is how to
optimally place the gateways in terms of some specific require-
ments. Similar problems also exist in many other different types
of networks, such as wireless sensor networks and wireless
mesh networks. Here, in this paper, we study the problem of
optimally placing gateways in both 1-D and 2-D vehicular
networks. Our objective is to place the gateways in such a way
that the average number of hops from APs to gateways can be
minimized. The reason we are interested in this formulation is
that the communication delay in multihop VANETs is closely
related to the number of wireless hops, and the capacity of each
AP can be maximized when the average number of hops from
APs to gateways is minimized.

More specifically, in 1-D vehicular networks, we find
the optimal placement of gateways to minimize the average
number of hops from APs to gateways when there is only one
gateway and when there are multiple gateways, respectively.
We also find the optimal placement of APs to minimize the
total power consumption. In 2-D vehicular networks, we in-
vestigate two cases. First, for a dense network, we determine
the optimal positioning of one gateway. Thus, for those large
networks, we can first partition them into small dense clusters
and then optimally place one gateway in each cluster. Second,
for grid (2-D) networks, we discover the optimal positioning
of multiple gateways. For both cases, we have attempted to
minimize the power consumption. As we notice, the techniques
that are used here can also be applied to the problem in 3-D
networks.

0018-9545/$25.00 © 2007 IEEE
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As a final remark, we investigate the power consumption
issue at APs in vehicular networks for several reasons. First,
along many highways in North America, there are no roadside
lights, which means that there are probably no power lines to
power the APs. Second, in some scenarios, for example, in areas
for some events such as car racing, some temporary vehicular
networks are needed. In these cases, the power consumption at
APs does matter.

The rest of this paper is organized as follows. We present the
related work in the next section. In Section III, we study the
problem on how to optimally place gateways in 1-D vehicular
networks. The problem for 2-D vehicular networks is investi-
gated in Section IV. We elaborate why we want to minimize
the average number of hops in Section V. We finally conclude
this paper in Section VI.

II. RELATED WORK

Vehicular networks have emerged as a hot research topic
lately. However, the problem of gateway placement in vehicular
networks has not been well addressed in the literature.

In [4], Bejerano studies how to use gateways efficiently in
ad hoc networks. In [8], Hwang et al. present an architec-
ture of gateways in sensor networks to provide efficient data
querying. Recently, Prasad and Wu [12] address the problem of
gateway deployment optimization in cellular wireless-fidelity
mesh networks. In their work, they find the optimal positioning
of gateways to minimize the network installation costs while
maintaining flexibility and an acceptable grade of service.

The problem of how to optimally place the gateways is
similar to the facility location problem, which can be traced
back to the 17th century. In 1629, Fermat proposed a problem:
how to find a point such that the total distance from it to
the three vertices of a triangle is minimized. Torricelli and
Steiner studied this problem in 1644 and 1837, respectively,
and developed some geometric approaches. This problem is
known as the Fermat–Torricelli problem, and the optimal point
is called Fermat’s Point.

Later, this problem was generalized by Weber [15]. The
generalized problem was formulated as a model for the optimal
location of a facility in the plane that was intended to serve
some users, such as the placement of a hospital or a fire station
in a town. It was to minimize a function

f(x) =
n∑

i=1

wid(x− xi) (1)

where wi are positive scalars, xi are given vectors in R2,
and d(u) is the Euclidean norm of u. This problem is also
known as the Steiner–Weber problem, where only one facility
is considered.

Francis and White [5] studied the problem when there is
only one facility as well as when there are multiple facilities.
When there is only one facility, analytical results for the case
that d(·) in (1) is the rectilinear distance are given. For the
case that d(·) in (1) is the Euclidean distance, they gave
an algorithm to find the optimal position. Francis and White

Fig. 1. Example for 1-D vehicular networks.

also presented some analytical results when there are multiple
facilities. However, the objective function also accounts for the
distance among the multiple facilities, which is not the case in
our scenarios regarding the placement of gateways in wireless
networks.

Moreover, in this paper, we want to minimize the average
number of hops from APs to gateways. In 1-D networks, it is
different from the facility problem where distance is taken into
consideration, because the number of hops is not necessarily
proportional to the distance. We further show in Section III that
not all links are of the same length to minimize the total power
consumption. We also derive the analytical results for placing
multiple gateways in 1-D networks.

In 2-D networks, we propose two new algorithms called
Finding the Optimal positioning of Gateway (FOG) and
Finding the Optimal positioning of Gateway based on some
Approximation (FOGA), respectively, to find the optimal po-
sitioning of a single gateway in a dense network. Thus,
for large vehicular networks, we can first partition them into
small dense clusters [3], [6], [7], [9] and then optimally place
one gateway in each cluster. We also derive some analyti-
cal results for optimally placing multiple gateways in a grid
(2-D) network. The minimization of power consumption is
also discussed.

III. OPTIMAL PLACEMENT OF GATEWAYS IN

1-D VEHICULAR NETWORKS

There are many scenarios where APs are placed in 1-D space.
For example, the APs can be placed along a road or a highway,
as shown in Fig. 1. In this case, every AP is connected via
wireless medium to two neighboring APs to ensure network
connectivity, and some of them are connected via Ethernet
cables to gateways to the Internet. Thus, vehicles on the road
can access the Internet through these APs. In this section, we
study the optimal placement of gateways such that the average
number of hops from APs to gateways is minimized.

A. One Gateway

As shown in Fig. 2, there are n APs along a road numbered
from 1 to n, one of which is connected to a gateway. We denote
this AP by x. As mentioned before, AP x is connected to the
gateway via an Ethernet cable. So, we consider the number of
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Fig. 2. Topology of a 1-D vehicular network with one gateway.

Fig. 3. Topology of a 1-D vehicular network with multiple gateways.

hops from x to the gateway to be 0. Let H(x) be the average
number of hops from all the APs to the gateway. Then, we
obtain

H(x) =
1
n
· [(x− 1) + (x− 2) + · · · + 1 + 0

+ 1 + 2 + · · · + (n− x)]

=
1
n
·
[(

x− n + 1
2

)2

+
n2 − 1

4

]
.

To minimize H(x), we have

x =
⌊
n + 1

2

⌋
or x =

⌈
n + 1

2

⌉
(2)

and

Hmin(x) =
{

(n2 − 1)/4n, n is odd
n/4, n is even

where Hmin(x) is the minimum value of H(x). Hmin(x) can
be rewritten as

Hmin(x) =
1
n

⌈
n2 − 1

4

⌉
=

1
n

⌊
n2

4

⌋
. (3)

From (2) and (3), we discover that the minimum average
number of hops from APs to the gateway is on the order of O(n)
and is achieved when the gateway is connected to the median
AP �(n + 1)/2�.

B. Multiple Gateways

Next, we turn to the situation when there exist multiple
gateways. As shown in Fig. 3, there are n APs, m(m > 1)
of which are connected to gateways. We denote these m APs
by xi, where 1 ≤ i ≤ m and 1 ≤ xi ≤ n. In this network,
every AP always transmits packets to and receives packets
from the nearest gateway. Assuming that there are ni APs

routing through the gateway that is connected to AP xi, then∑m
i=1 ni = n. We have

H(x) =
1
n

m∑
i=1

niHi(xi)

where Hi(xi) is the average number of hops from the ni APs
to their gateway connected to AP xi, and H(x) is the average
number of hops from all APs to their gateways.

1) When C = n/m is an odd integer, then

H(x) ≥ 1
n

{⌈
n2

1 − 1
4

⌉
+
⌈
n2

2 − 1
4

⌉
+ · · · +

⌈
n2

m − 1
4

⌉}

≥ 1
n

{
n2

1 + n2
2 + · · · + n2

m

4
− m

4

}

≥ m

4n
·
(
n1 + n2 + · · · + nm

m

)2

− m

4n

=
n

4m
− m

4n
.

The minimum value is achieved when ni = n/m = C.
2) When C = n/m is an even integer, then

H(x) ≥ 1
n

{⌊
n2

1

4

⌋
+
⌊
n2

2

4

⌋
+ · · · +

⌊
n2

m

4

⌋}

≥ 1
n

{
n2

1 + n2
2 + · · · + n2

m

4

}

≥ m

4n
·
(
n1 + n2 + · · · + nm

m

)2

=
n

4m
.

The minimum value is achieved when ni = n/m = C.
3) When n/m is not an integer but there exists k(1 ≤ k ≤

m) such that C = (n− k)/m is an odd integer, then

H(x) ≥ 1
n

{⌈
n2

1 − 1
4

⌉
+
⌈
n2

2 − 1
4

⌉
+ · · · +

⌈
n2

m−k − 1
4

⌉

+
⌊
n2

m−k+1

4

⌋
+
⌊
n2

k+2

4

⌋
+ · · · +

⌊
n2

m

4

⌋}

≥ n2
1 + n2

2 + · · · + n2
m

4n
− k

4n
.

Since it is impossible to make n1 = n2 = · · · = nm, the
minimum value is achieved when ni = C, where i ∈
S (S is a subset of {1, 2, . . . ,m} that contains m− k
elements), and nj = C + 1, where j ∈ S̄, which is

H(x) ≥ kC2 + (m− k)(C + 1)2

4n
− k

4n

=
(n− k + m)(n− 3k + m)

4mn
.
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4) When n/m is not an integer but there exists k(1 ≤ k ≤
m) such that C = (n− k)/m is an even integer, then

H(x) ≥ 1
n

{⌈
n2

1 − 1
4

⌉
+
⌈
n2

2 − 1
4

⌉
+ · · · +

⌈
n2

k − 1
4

⌉

+
⌊
n2

k+1

4

⌋
+
⌊
n2

k+2

4

⌋
+ · · · +

⌊
n2

m

4

⌋}

≥ n2
1 + n2

2 + · · · + n2
m

4n
− k

4n
.

The minimum value is achieved when ni = C + 1, where
i ∈ S (S is a subset of {1, 2, . . . ,m} that contains k
elements), and nj = C, where j ∈ S̄, which is

H(x) ≥ k(C + 1)2 + (m− k)C2

4n
− k

4n

=
n2 − k2

4mn
.

5) When m > n, obviously, Hmin(x) = 0, because every
AP can be connected to one gateway via a wired line.

From the results that we have obtained so far, we conclude
that the minimum average number of hops from APs to gate-
ways, i.e., Hmin(x), is on the order of O(n/m). In other
words, Hmin(x) will approach infinity as n → ∞, unless m
increases as fast as n. When m increases faster than n, Hmin(x)
will be 0.

C. Power Consumption

In this section, we study the problem of power consumption
at APs. Our objective is to minimize the total power consump-
tion of APs by carefully adjusting the distances among them
after we obtain the optimal positioning of the gateways.

We first present the power propagation model that we will
use in our study [13], i.e.,

Pr(d) = Pth(Gt, Gr, ht, hr, L, λ)
1
dγ

(4)

where Pt and Pr are the transmitted power and the received
power, respectively, Gt and Gr are the antenna gains for the
transmitter and the receiver, respectively, ht and hr are the
antenna heights of the transmitter and the receiver, respectively,
d is the distance between the transmitter and the receiver,
L(L ≥ 1) is the system loss factor that is not related to propa-
gation, λ is the wavelength, h(·) is a function, and γ is the path
loss exponent.

Assume that the APs are in the same wireless environment,
and hence, they can successfully receive packets if the received
powers are above the same threshold P thresh

r and every AP can
use power control to make the received power exactly P thresh

r

to save power. Moreover, we assume that the transmitter’s
antenna gain Gt and the receiver’s antenna gain Gr are the
same for all transmissions, respectively. The antenna heights of
all transmitters and receivers are the same as well for analysis

purposes. Thus, according to (4), for a transmission of distance
d, transmission power Pt is

Pt = P thresh
r dγ · T ′ = dγT

where T ′ is a constant that is determined by Gt, Gr, ht, hr, L,
and λ.

Denote an arbitrary AP that is not connected to a gateway
directly by k. Then, power consumption Pk for relaying one
packet from AP k to one gateway through other APs is

Pk =
j∑

i=1

Pt,i =
j∑

i=1

dγ
i · T

where Pt,i is the transmission power for the ith hop from AP
k to the gateway, and 1 ≤ k ≤ n, 1 ≤ j ≤ n− 1. For an AP
that is connected to a gateway directly, we can assume that
the power consumption is not a major concern and, hence, is
negligible.

As a result, the total power consumption P for all the APs to
relay one packet to a gateway is

P =
n∑

k=1,/∈{xi}
Pk (5)

where {xi} is the set of APs that are connected to gateways.
In what follows, we further investigate the problem in a few
cases.

1) One Gateway: We first consider the situation that there
is only one gateway. As shown in Fig. 2, APs are denoted by
1, 2, . . . , n, and the gateway is connected to the AP x, which
is, at the optimal position, derived in Section III-A. Let di be
the distance between AP i and AP i + 1, where 1 ≤ i ≤ n− 1.
Then, (5) will lead to

P =
(
dγ
1 + dγ

2 + · · · + dγ
x−1

)
· T

+
(
dγ
2 + · · · + dγ

x−1

)
· T + . . .

+ dγ
x−1 · T + dγ

x · T + · · ·

+
(
dγ

x + dγ
x+1 + · · · + dγ

n−1

)
· T

=
[
dγ
1 + 2dγ

2 + · · · + (x− 1)dγ
x−1

+ dγ
n−1 + 2dγ

n−2 + · · · + (n− x)dγ
x

]
· T.

As a result, we obtain

P ≥ (n− 1)



(

x−1∏
i=1

idγ
i

)
n−x∏

j=1

jdγ
n−j






1
n−1

T.

The equality holds when idγ
i = jdγ

n−j for all i ∈ [1, x− 1] and
j ∈ [1, n− x]. Since

x−1∑
i=1

di +
n−x∑
j=1

dj = L
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where L is the length of the road of interest, then the minimum
value of P can be achieved when

di =




(∑x−1
i=1 i−

1
γ

+
∑n−1

i=x (n− i)−
1
γ

)−1

L, for i = 1

i−
1
γ d1, for i ∈ [2, x− 1]

(n− i)−
1
γ d1, for i ∈ [x, n− 1]

.

From this result, we conclude that to minimize the total
power consumption P , the links that are closer to the gateway
should have shorter distances, which is consistent with our
intuition, because these links have more packets to transmit.

2) Multiple Gateways: Next, we consider the situation that
there are multiple gateways, as shown in Fig. 3. The APs are
denoted by 1, 2, . . . , n, and m(m > 1) of them are connected
to gateways, which are denoted by {xi}, where i ∈ [1,m],
xi ∈ [1, n], and which are situated at the optimal positions that
were derived in Section III-B.

Assume that every AP relays packets to the nearest gateway
in terms of the number of hops. Let Si denote the set of APs
relaying packets to the gateway that is connected to AP xi. Then

Si = [ti−1 + 1, ti], for 1 ≤ i ≤ m

where

ti =

{ 0, for i = 0
�(xi + xi+1)/2� , for i ∈ [1,m− 1]
n, for i = m

.

Let di be the distance between AP i and AP i + 1, where
i ∈ [1, n− 1]. Then, (5) results in

P =
[
dγ
1 + 2dγ

2 + · · · + (x1 − 1)dγ
x1−1

+ dγ
t1−1 + 2dγ

t1−2 + · · · + (t1 − x1)dγ
x1

]
· T

+
[
dγ

t1+1 + 2dγ
t1+2 + · · · + (x2 − 1)dγ

x2−1

+ dγ
t2−1 + 2dγ

t2−2 + · · · + (t2 − x2)dγ
x2

]
· T + · · ·

+
[
dγ

tm−1+1 + 2dγ
tm−1+2 + · · · + (xm − 1)dγ

xm−1

+ dγ
n−1 + 2dγ

n−2 + · · · + (n− xm)dγ
xm

]
· T.

So, we have

P ≥ (n− 1)
m∏

k=1


(xk−1∏

i=1

idγ
tk−1+i

)tk−xk∏
j=1

jdγ
tk−j






1
n−1

T.

The equality holds when idγ
tk−1+i = jdγ

tl−j for all i ∈ [1, xk −
1], j ∈ [1, tk − xk], and k, l ∈ [1,m]. Since

m∑
k=1


xk−1∑

i=1

dtk−1+i +
tk−xk∑
j=1

dtk−j


 = L

where L is the length of the road, then we have

m∑
k=1


xk−1∑

i=1

i−
1
γ +

tk−xk∑
j=xk

(tk − j)−
1
γ


 d1 = L.

Thus, the minimum value of P can be achieved given the
expression for di, shown at the bottom of the page, where k ∈
[0,m].

From this result, we conclude that, to minimize total power
consumption P , the links that are closer to the gateways should
have shorter distances.

IV. OPTIMAL PLACEMENT OF GATEWAYS IN

2-D VEHICULAR NETWORKS

In this section, we study the problem of finding the optimal
placement of gateways in 2-D vehicular networks such that
the average number of hops from APs to the gateways is
minimized.

A. Dense Network

Generally speaking, it is very difficult to find the optimal
positioning of multiple gateways in a large 2-D network. How-
ever, for some cases, we can first partition a large network into
several small dense clusters and then determine the optimal
placement of one gateway for each cluster. One example is
given in Fig. 4. In this section, we attempt to find the optimal
position of one gateway in a dense network.

Denote the location of AP i by (xi, yi), where 1 ≤ i ≤ n. Let
g = (x, y) denote the location of the gateway and D denote the
area where APs are placed. Here, we assume that the gateway
is not necessarily connected to an AP via an Ethernet cable.
Instead, it can be put it anywhere in the network. Then, the
average number of hops from APs to the gateway, which is
denoted by H(g), satisfies

H(g) ≥ 1
n

n∑
i=1

⌈√
(x− xi)2 + (y − yi)2

r(n)

⌉
(6)

where r(n) is the common transmission range for all n APs
that can assure connectivity. The equality holds when every

di =



(∑m

k=1

(∑xk−1
i=1 i−

1
γ +

∑tk−xk

j=xk
(tk − j)−

1
γ

))−1

L, for i = tk + 1

i−
1
γ d1, for i ∈ [tk + 2, xk+1 − 1]

(tk+1 − i)−
1
γ d1, for i ∈ [xk+1, tk+1 − 1]
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Fig. 4. One example for partitioning a large 2-D vehicular network into three
small dense clusters.

AP can transmit packets to the gateway along a path, which
is approximately a straight line.

For a dense network, we can approximately assume that the
equality in (6) holds. Thus, to minimize H(g), it is equiv-
alent to

Minimize

{
f(x, y) =

n∑
i=1

√
(x− xi)2 + (y − yi)2

}

s.t.(x, y) ∈ D.

Taking the partial derivative of f(x, y) with respect to x
and y, respectively, we obtain

∂f(x, y)
∂x

=
n∑

i=1

2(x− xi)√
(x− xi)2 + (y − yi)2

(7)

∂f(x, y)
∂y

=
n∑

i=1

2(y − yi)√
(x− xi)2 + (y − yi)2

. (8)

To determine the optimal position of the gateway, we need

∂f(x, y)
∂x

= 0
∂f(x, y)

∂y
= 0. (9)

Notice that (7) and (8) are undefined if, for any i, (x, y) =
(xi, yi). One modification of the partial derivative approach that
is shown in (9) is proposed by Kuhn [10], which is defined as
follows:

R(x, y) = (0, 0) (10)

where

R(x, y) =
(
∂f(x, y)

∂x
,
∂f(x, y)

∂y

)

if (x, y) = (xi, yi) for i = 1, 2, . . . , n, and

R(x, y) =

{(
uk−1

uk
sk,

uk−1
uk

tk

)
, if uk > 1

(0, 0), if uk ≤ 1

if (x, y) = (xk, yk) for some k, k ∈ [1, n], and

sk =
n∑

i=1
�=k

(xk − xi)√
(xk − xi)2 + (yk − yi)2

tk =
n∑

i=1
�=k

(yk − yi)√
(xk − xi)2 + (yk − yi)2

uk =
(
s2

k + t2k
)1/2

.

Consider a complex plane with imaginary unit j. Let zi =
xi + jyi, where 1 ≤ i ≤ n, denote the positions of the APs and
z = x + jy denote the position of the gateway. Then, −→zzi =
−→zi −−→z is a vector pointing to point zi from point z. As a result,
when z = zi for i = 1, 2, . . . , n, (10) can be reformulated as

n∑
i=1

(−→zzi/|−→zzi|) = 0

i.e.,

n∑
i=1

cosαi + j
n∑

i=1

sinαi = 0 (11)

where α = arg−→zzi, i.e., the augment of −→zzi, and

cosαi =
Re(−→zzi)
|−→zzi|

sinαi =
Im(−→zzi)
|−→zzi|

(12)

where Re(·) and Im(·) denote the real and imaginary parts of a
complex number, respectively.

We can interpret (11) in the following way. Imagine that, on
the horizontally placed plane D, there is an object, which is
subject to n unit forces, i.e., with the magnitude of 1, coming
from positions zi(1≤ i≤n). According to the principleof min-
imum total potential energy [14], the object will displace to a
position that minimizes its potential energy, where it achieves
equilibrium, i.e., (11) holds. Thus, we arrive at the algorithm
for finding the optimal position of gateway (FOG) shown in
Table I. One example with six nodes is shown in Fig. 5.

We have evaluated the performance of FOG by simulations.
We generate nodes in an area of 10 × 10 according to the
Poisson Point process and then find the optimal positioning us-
ing the FOG algorithm. In the simulation, we set the parameter
Threshold to be equal to the parameter step. The iteration
times, i.e., the numbers of steps from the beginning point to
the optimal point, are shown in Fig. 6. In Fig. 6(a), we keep
the parameter step fixed and increase the Poisson intensity
λ from 1 to 10. We find that the number of iterations first
decreases as λ increases. This indicates that, when the number
of nodes increases, the optimal point approaches the average
point (

∑n
i=1 xi/n,

∑n
i=1 yi/n). We observe that the number of

iterations increases after λ ≥ 7. We contend that this is because
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TABLE I
ALGORITHM FOR FOG

Fig. 5. Example to illustrate the operation of FOG.

the parameter step is too big for the algorithm to efficiently
converge to the optimal point. This is clearly shown in Fig. 6(b),
where the number of iterations decreases as step decreases
from 0.01 to 0.006. The number of iterations increases again
when step decreases further, because, at that time, step is too
small for the algorithm to efficiently converge to the optimal
point. As mentioned in [5], the value of f(x, y) is relatively
flat in the region near the optimal location. Thus, a very good
solution is usually obtained if we place the gateway close to
the optimal position. In other words, we can obtain a very good
solution by choosing appropriate parameters in the algorithm,
i.e., step and Threshold.

From the simulations, we discover that, when the nodes are
distributed in an area according to the Poisson point process,
the optimal position approaches the average position, i.e., x →∑n

i=1 xi/n, and y →
∑n

i=1 yi/n, as the number of nodes n
increases. We also find that the parameter step has an effect on
the FOG algorithm. Moreover, FOG is very efficient since the
results are calculated on a time scale of 0.01 s on a computer
with one 1.6-GHz central processing unit and one 512-MB
random access memory.

So far, we have discussed the alternative approach that was
proposed by Kuhn [10]. Next, we present another modification
of the partial derivative approach that was proposed in [5], i.e.,

T (x, y) = (0, 0)

where

T (x, y) =

(
n∑

i=1

(x− xi)√
(x− xi)2 + (y − yi)2 + ε

n∑
i=1

(y − yi)√
(x− xi)2 + (y − yi)2 + ε

)
(13)

and ε is an arbitrarily small positive constant. We can see
that (13) is always defined, and when ε → 0, T (x, y) →
((∂f(x, y)/∂x), (∂f(x, y)/∂y)), i.e., the original definition of
partial derivative.

Similar to that previously discussed, we also develop the
algorithm for finding the optimal position of gateway based on
some approximation (FOGA), as shown in Table II.

We have carried out simulations to evaluate the performance
of FOGA. We generate nodes in an area of 10 × 10 according
to the Poisson Point process, with an intensity of 10. The
parameter step is set to be equal to the parameter Threshold,
which is 0.01. The iteration times, i.e., the numbers of steps
from the beginning point to the optimal point, with different
values of ε, are shown in Fig. 7. We can see that, when ε
decreases, the results of FOGA converge to those of FOG.
Moreover, when ε = 0.0001, FOGA attains the same results
as FOG.

B. Grid Network

There are some scenarios where a 2-D vehicular network
is a grid network. One example is shown in Fig. 8, where
a vehicular network is deployed to cover several intersecting
roads. Many services such as Voice over IP, Mobile TV, or
e-mail services can be supported. The topology of this network
with two gateways is shown in Fig. 9. Assume that there are a
total of n APs and that m of them are connected to gateways.
For analysis purposes, we assume that all APs use the same
transmission range r(n), which is equal to the length of one
cell in the grid. We need to find the optimal positioning of
these gateways so that the average number of hops from APs
to gateways is minimized.

Denote the APs by zi = xi + jyi and the gateways by
gk = pk + jqk, where 1 ≤ i ≤ n and 1 ≤ k ≤ m. Each gate-
way is connected to one AP via an Ethernet cable, as shown
in Fig. 9. Thus, {pk, k = 1, 2, . . . ,m} ⊆ {xi, i = 1, 2, . . . , n},
and {qk, k = 1, 2, . . . ,m} ⊆ {yi, i = 1, 2, . . . , n}. Assuming
that the routing protocol chooses the path with the lowest
number of hops, then the number of hops between AP zi and
gateway gk, which is denoted by Hi,k, is

Hi,k =
1
rn

(|xi − pk| + |yi − qk|) .
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Fig. 6. (a) Number of iterations with step = 0.01 and intensity of Poisson point process increasing from 1 to 10. (b) Number of iterations with the intensity
equal to 10 and step increasing from 0.001 to 0.01.

TABLE II
ALGORITHM FOR FOGA

Fig. 7. Number of iterations with step = 0.01 and intensity of Poisson
point process increasing from 1 to 10. The results of FOG and FOGA with
ε increasing from 0.0001 to 0.1 are shown in the figure.

Fig. 8. One example for a 2-D grid vehicular network.

Fig. 9. Topology of a 2-D grid vehicular network with two gateways.
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Thus, the average number of hops from an AP to a gateway,
which is denoted by H(g1, . . . , gm), is

H(g1, . . . , gm) =
1
n

m∑
k=1

∑
i∈Sk

Hi,k

=
1

nr(n)

m∑
k=1

∑
i∈Sk

(|xi − pk| + |yi − qk|)

where Sk(1 ≤ k ≤ m) is the set of APs that transmit packets
through gateway gk.

Since r(n) is a constant, given the number of APs n, then

Minimize
{pk,qk},k=1,...,m

H(g1, . . . , gm)

⇐⇒ Minimize
{pk},k=1,...,m

1
n

m∑
k=1

∑
i∈Sk

|xi − pk|

+ Minimize
{qk},k=1,...,m

1
n

m∑
k=1

∑
i∈Sk

|yi − qk|.

As a result, finding optimal positioning for m gateways in a
2-D network can be transformed to the same problem in a 1-D
network, which can be solved using approaches that are similar
to those in Sections III-A and B.

C. Discussions

In both networks shown in Sections IV-A and B, respectively,
the average transmission power P for transmitting one packet
from an AP to a gateway is

P = Pt ·H(G) ∝ rγ(n) ·H(G)

where Pt is the transmission power, which is the same for all
APs, G is the set of gateways in the network, H(G) is the
average number of hops from an AP to a gateway, and γ is the
path loss exponent. Thus, when H(G) is minimized, the aver-
age transmission power P is also minimized. Moreover, if the
cost is proportional to the distance, then it is also proportional
to the number of hops, because we assume that every hop has
the same length. Thus, when H(G) is minimized, the total cost
is also minimized. Moreover, the techniques that are shown in
this section can also be applied to the networks in 3-D spaces.

V. MORE DISCUSSIONS

In previous sections, we have found the optimal positioning
of gateways in vehicular networks, so that the average number
of hops from APs to gateways is minimized. There are a
couple of additional benefits from our study.

First, the end-to-end delay can be reduced. Since the end-
to-end delay in wireless networks is due to the contention, the
processing and queueing at each intermediate node and the
number of hops are a good metric for it. Thus, when the average
number of hops is reduced, the end-to-end delay can also be
reduced.

Second, the average capacity of APs can be maximized.
Assume statistically that each AP generates (or receives) traffics
at the same date rate, which is denoted by λ. We denote the total
one-hop capacity of the network by C, which is the same as that
defined in [11]. Then, we have

λ ·H(x) · n ≤ C (14)

where H(x) is the average number of hops, as we defined
before, and n is the total number of APs in the network.
From (14), we can obtain

λ ≤ C

nH(x)
≤ C

nHmin(x)

where Hmin(x) is the minimum average number of hops, as we
derived before. We can easily observe that, when the average
number of hops is minimized, the capacity of APs can be
maximized.

VI. CONCLUSION

In this paper, we have addressed the problem of optimally
placing one or multiple gateways in both 1-D and 2-D vehicular
networks to minimize the average number of hops from APs
to gateways. Thus, the communication delay can be decreased.
Moreover, the capacity of each AP can be maximized. More
specifically, in 1-D vehicular networks, we have obtained the
analytical results for optimal placement of gateways. In 2-D
vehicular networks, we have developed two algorithms called
FOG and FOGA, respectively, to determine the optimal posi-
tioning of one gateway in dense networks. Simulation results
show that our algorithms are efficient. We have also given some
analytical results for finding the optimal placement of multiple
gateways in 2-D vehicular grid networks and discussed how to
minimize the total power consumption.
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