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Abstract

Keywords: Finite-Difference Time-Domain Method, Finite Element Method, Planar
Circuits, Late-Time Instability, Signal Integrity

This project aims at developing a novel time domain electromagnetic simulation
technique which is very suitable for planar circuits commonly used in microwave
integrated circuits. A finite-difference time-domain (FDTD) method with partial
prism-grid is proposed. In this method, the prism grid is employed to model irregular
regions and is handled by the finite element method (FEM), while the rectangular grid
is employed to model regular regions and is solved by the conventional FDTD
method. The applications include via interconnections, and the transition between
coplanar waveguide and coplanar strip. We also develop a new FEM basis to deal
with the late-time stability problems usually happened in the hybrid time domain
methods. In addition, a web-based electromagnetic problems solving environment has
been established, in which remote supercomputers as the computing engine and local
personal computer as the graphical client are incorporated.

The application of FDTD method on solving the full-wave effects of high-speed
circuits is also investigated. Focusing on the slot/aperture structures usually
encountered in the multi-layered printed circuit board, we first derived an improved
thin-slot formalism to alleviate the gridding of the FDTD solution for electromagnetic
problems involving narrow slots. By applying the conformal mapping technique, the
varying field distribution near the slots is analytically derived and fully cast into a unit
FDTD cell with effective permittivity and permeability. As a result, this formalism
permits narrow slots to be modeled without reducing spatial grid size, even when the
slot gap width is much smaller than one space grid. Typical examples, such as
slotlines and coplanar waveguides, are analyzed as illustrations. Hybridization of
equivalent circuit equations with two-dimensional FDTD method is then proposed to
effectively deal with signal integrity problems due to the electromagnetic effects of
slots. The ground bounce for signal line through a split power plane is simulated by
this approach and compared with the measure results. Finally, a method that combines
two-dimensional FDTD and time-domain integral equation formulation is developed
to analyze the radiation coupling between two isolation islands. Visualization of the

coupling mechanism has also been demonstrated.
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Chapter 1

Introduction

1.1 Research Motives and Literature Survey

The finite-difference time-domain (FDTD) method was proposed by Yee in 1966
[1]. It has been widely applied in various electromagnetic problems and has become
one of the most popular numerical methods in electromagnetic applications [2]. In
addition to the large memory storage, one major difficulty of the FDTD method is its
inefficiency in modeling the structures with arbitrarily curved boundary. To obtain
numerical results with second order accuracy, structures are modeled with the
uniformly rectangular mesh, and the central difference approximation is applied [1].
Therefore the FDTD method works excellently only for structures which can fit well
into Cartesian coordinates in its original form. Even if the structures are basically of
rectangular shape, the various geometric dimensions for design make it difficult to
model the whole structures with a uniformly rectangular mesh.

Several schemes have been proposed to improve the modeling of structures for
FDTD method since 1983 [3], such as curvilinear coordinate system [3], contour path
method [4], [5], subgridded method [6], [7], and local nonorthogonal grid method [8].
However, they may suffer from the massive iteration loops or the degradation of
accuracy. Besides, the hexahedral mesh adopted is inefficient in modeling some
practical structures, such as sharp corners. Recently, we have proposed an extended
FDTD method to solve the electromagnetic scattering of two or three-dimensional
arbitrarily shaped dielectric objects [9], [10]. It successfully employs the conventional
FDTD method for most of the rectangular region but introduces the tetrahedral
edge-based finite-element time-domain (FETD) scheme to model the region near the
curved Dboundaries. This hybrid finite-element/finite-difference time-domain
(FE/FDTD) method preserves the second order of numerical accuracy without much
computational complexity, and can be theoretically applied to deal with arbitrarily
shaped electromagnetic structures with great flexibility.

For most microwave circuits, the structures can be longitudinally divided into
several building layers inside which the material and conductors can be of arbitrary
shape in the transverse directions. It is reasonable that we only need to call for

triangular mesh near the curved boundary in the transverse directions while remaining



rectangular grid in the longitudinal direction. The integral form of Maxwell’s
equations can then be adopted in the numerical computation [11]. The hybrid
FE/FDTD method can also be used to deal with this kind of electromagnetic problems
for better numerical accuracy. It has been successfully employed in two-dimensional
scattering problems [9], but need to be improved for planar circuits problems.

Several hybrid methods in time domain suffer from the numerical instability [8].
It makes the numerical results divergent in the late-time simulation and needs to be
carefully dealt with. The late-time instability is usually alleviated by some average
schemes in time or in space domain along with the degradation of the resultant
accuracy [8], [12]-[14]. The reason and mechanism of the instability should be
identified and some better remedy should be exploited to suppress it.

The other difficulty encountered in FDTD method is in modeling thin structures,
such as narrow slots. The increase in gridding for better simulation accuracy will
exhaust the computer memory and consume intolerable CPU time. An efficient way to
circumvent this problem is to specially approximate the field around the slot and
incorporate it into FDTD algorithm elsewhere. Depending on how the field
distribution near the slot is assumed, several thin-slot formalisms (TSF) have been
proposed, such as the capacitive TST [15], the uniform TSF [16], the hybrid TSF [17],
and the enhanced TSF [18]. These methods, however, are either too simple to obtain
sufficient accuracy, or too complicated to formulate. A simpler and more accurate
approach must be developed.

The presence of narrow slots is common to modern printed circuit boards (PCBs).
For example, cutting a power plane into several areas provides multiple power
distribution. Another is isolated power or ground plane areas, called voltage islands,
to isolate a noisy or sensitive circuit from others [19]. However, signal lines have to
cross the slots in order to communicate between different areas. The presence of slots
significantly disturbs the return current path [20]. Simple equivalent circuit model was
proposed to simulate the mode conversion mechanism between microstrip line mode
and the slot line mode [21]. In multi-layer structures, the signal crossing the slot will
excite the parallel plate modes which exhibit as ground bounce between the power
and ground planes. Mode conversion happens among microstrip mode, slotline mode,
and the parallel plate mode. However, it cannot be accurately modeled by circuit
simulators.

In reality, the power and ground planes in PCBs must be finite in size. The edges
of the finite-size plate will not only cause signal reflection but also radiation. It can
serve as a source of electromagnetic interference (EMI) as well as a receptor. For
structures with isolated power islands, the coupling among the edges may become a

major source of noise and should be taken into account.



The complicated mechanism of mode conversion among discontinuities of vias,
slots in split plane, and edges of the finite-size plates, has been investigated using the
three-dimensional FDTD method [22]-[24]. However, the packaging structures
usually include elements of drastically different scales, say, the microstrip and slotline
are usually very narrow as compared with the parallel plate. The FDTD method is
usually incapable of accurately modeling the structure details and if so, will need long
computation time and large computer memory. To accurately analyze the mode

conversion mechanism, a more efficient approach should be exploited.

1.2 Chapter Outlines

Following this introductory chapter, in Chapter 2, the novel hybrid FE/FDTD for
layered structures with arbitrarily curved boundary in the transverse direction is
mentioned. The present scheme is applied to deal with problems of via
interconnections and planar circuit transition, demonstrating its flexibility and
efficiency. The accuracy is also verified by comparing the calculated results with
those by other methods or experiments.

The numerical instability in late-time simulation encountered in hybrid
FE/FDTD method is studied in Chapter 3. A detailed check reveals that this instability
may be due to the non-perfect match between the bases employed in the FEM and
FDTD methods. A novel finite-element basis function compatible with the uniform
basis in FDTD is therefore devised and successfully applied to a two-dimensional
scattering problem of a dielectric cylinder.

In Chapter 4, an improved expression of the thin-slot formalism by conformal
mapping technique is proposed to alleviate the gridding of the FDTD solution for
electromagnetic problems involving narrow slots. The characteristic impedance of the
coplanar strip and coplanar waveguide are calculated by this formalism. The
numerical results will demonstrate that this formalism is superior to other methods in
dealing with structures including thin slots.

An experimental setup is devised in Chapter 5 to demonstrate the significant
coupling between signal lines due to the slots cut on the power/ground planes in a
planar circuit board. In addition, a two-dimensional FDTD method combined with
transmission lines model is developed to solve this problem.

To take into account radiation effects due to the edges of the finite-size
power/ground planes, a novel method that combines two-dimensional FDTD and
integral equation formulation is proposed in Chapter 6. The coupling effects of two
isolation power islands are analyzed and measured for the verification of this hybrid

method.



In Chapter 7, the employment of visualization systems for numerical results is
introduced. Then, the real time visualization of electromagnetic fields is demonstrated
for some simulation results.

Finally, some conclusions are drawn in Chapter 8.



Chapter 2

FDTD Method with Partially Prism-Gridded FEM

2.1 Introduction

Several attempts have been proposed for FDTD method to deal with the
structures with arbitrarily curved surfaces, such as curvilinear coordinate system [3],
contour path method [4], [5], subgridded method[6], [7], and local nonorthogonal grid
method [8]. Curvilinear coordinate system globally models the structure of interest [3].
As compared with the original FDTD, the scheme requires additional memory to store
the coordinates and spends significant computation time in updating the field, even in
most of the required region. An improved scheme is to employ the locally conformed
scheme so as to preserve the advantages of conventional FDTD as much as possible
[4], [5]. Relying on the integral form of Maxwell's equations, both schemes suffer
from worse accuracy due to a larger discretization error of first order. In addition,
special attention should be paid so as not to make the algorithm unstable. Following
the same approach, a generalized Yee algorithm is recently proposed to deal with
planar circuits [11], but suffering from similar discrepancy.

The subgridding method which divides the whole solution region into several
orthogonal-gridded regions with different cell sizes has the advantages of improved
accuracy without sacrificing.computational efficiency [6], [7]. In these schemes, fields
are calculated with central finite-difference formulas and interpolated on the
boundaries between different regions. Basically relying on rectangular grid, the
approach may require massive small cubic cells to model arbitrary boundary or else,
suffer from staircasing approximation. The small cells call for a proportionally short
time division for the stability consideration. In addition, the interpolation along region
boundary may degrade the accuracy of the results.

To have a closer fit to the curved boundary, some define local nonorthogonal grid
near the curved surfaces and transfer the fields back and forth in the overlapping
region by interpolation [8], [25]). Based on the volume integral equation in
nonorthogonal regions, a better approximation for surface integration of fields is also
incorporated to improve the accuracy of the results. Another special approach is to
carefully choose a nonuniform rectangular mesh such that the curved boundary either

coincides the mesh or intersects the mesh across the diagonal [26]. In case of metallic



boundary, it is possible to derive a modified formula for updating the magnetic field at
the resultant triangular cell along the boundary. Usually, this approach involves
several graded meshes and in which, shorter time step is required in order to comply
with the stability criterion.

Recently, a very versatile and accurate extended FDTD method is proposed
which employs the conventional FDTD method for most of the regular region and
introduces the tetrahedral edge-based finite element method (FEM) to model the
region near the curved surfaces [9], [10]. Numerical results of simulation validate that
the method has the advantages of accuracy, flexibility, and computational efficiency.

For most microwave devices, such as planar circuits, waveguides with step
transitions, and packaging interconnections, the structures can be longitudinally
divided into several building layers inside which the material and conductors can be
of arbitrary shape in the transverse directions. In the simplest case, such as microstrip
or stripline structures with thin substrate, the problem can be approximated by a
two-dimensional one. Some time domain methods capable of modeling the curved
boundary have been proposed, e.g., [27], [28]. These methods employ conformal
mesh near the curved boundary and derive special formulas for updating the field in
the irregularly shaped cells. The solution schemes are explicit, but special care should
be taken in mesh arrangement so as not to make algorithm unstable.

For most general multilayer cases, Righi et al. has proposed an approach which
hybridizes TLM with the mode matching method for the enclosed region due to the
housing [29]. Capable of modeling the housing region semi-analytically, the approach
can be very efficient for some-layered structures, but fails to deal with curved
boundary accurately and efficiently.

A novel FDTD method with partial prism-grid is proposed for the analysis of
practical microwave and millimeter wave planar circuits. The method is featured by
hybridizing the flexible prism-based finite element method to handle the region near
the curved metallization boundary and the efficient rectangular-gridded FDTD
method for most of the regular region. It can be used to deal with shielded or
unshielded planar components such as patch antennas, filters, resonators, couplers,
dividers, vias, and various transitions between planar transmission lines. Although
only representative structures, e.g., grounded via, and CPW to CPS transition, are
analyzed in this chapter, the underlined formulation is applicable to layered structures
with arbitrarily curved boundary in the transverse direction. The accuracy of this
method is verified by comparing the calculated results with those by other methods.
Also, by the analysis of computational complexity, the present method is shown to be
as efficient as the conventional FDTD method, with negligible overhead in memory

and computation time for handling the curved boundary.



2.2 Prism-Gridded FEM

2.2.1 Mesh division

Consider an illustrative example of a microstrip line with cylinder grounded via
shown in Fig. 2.1(a). For conventional FDTD method, it is natural to employ a
uniform grid in the z-direction, but the staircasing approximation involved in
modeling the curved via boundary in the x, y plane may cause a significant error. A
better remedy is to model the region near the via with triangular cells, while the
regular FDTD grid elsewhere as shown in Fig. 2.1(b). Consequently, along the curved
boundary there are four to five layers of prism cells formed by the triangular elements
in the transverse plane together with the uniform grid in the z direction. Note that the
region directly above the microstrip can be modeled by conventional FDTD with
regular grid. The tangential electrical field at the surface of microstrip is zero and
consequently the conflict of cell shape below and above the microstrip line causes no
problems.

Fig. 2.2 shows the field discretization in a prism cell. The transverse components

E , are located in the layers with integer A, coordinates while the longitudinal

components £, in the layers with half integer of A,. As a result, the electric field
unknowns near the interface between the FEM and FDTD regions may coincide with
each other exactly. No interpolation scheme need be employed when communicating

between the FEM and FDTD solutions in the overlapping region.
2.2.2. Weak-form formulation in FEM region

Starting from the source-free Maxwell’s two curl equations in a linear and

isotropic region, the vector wave equation can be obtained as

-
VX(—I—VXEJ—!—Saaf:O , 2.1)
v t

Applying the variational reaction theory [30], this equation can be cast into the weak
form by taking inner product with an arbitrary testing field E° on one layer of the

FEM region. To be more specific, choose a transversely polarized field E; in the

z=kA, plane as the testing field. By performing integration by part and some

algebraic simplifications, one my obtain
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X Y

components of the electric field, and £, the z-component. Similarly, in the

z =(k+3)A, plane, one assures that the desired field should satisfy

2 OF
I 0 E2 —lV E! —2}dS =0 (2.2b)
4 M ot u . 0z

for arbitrary testing field E_.

Note that (2.2a) calls for the derivative of £, with respect to z in the kA, plane.
This can be accurately approximated by using the central difference scheme which in
the present case requires the £, unknowns in the (k+31)A F1(k—-1)A, planes.

[

Similarly, the term in (2.2b) requires the transverse unknowns E , inthe kA,

and (k+1)A, planes.
2.2.3 Basis functions

The weak form (2.2) can be discretized into matrix forms by choosing suitable
basis functions. Here, the cross-sectional area is subdivided into small triangular
elements. The longitudinal component E, inside an element is expressed by

node-based interpolation functions, i.e.,

E.(P)

3
e, = D Pew = e ) 23)
i=1

where A, (p)’s,i=1, 2,3, denote the three natural coordinates of the element, and

e;’s the nodal unknowns. On the other hand, the transverse component £ is

expanded by



E,G)_, =D W ®ley =7 (e} (2.4)

where Wi(ﬁ) ’s are the edge-based Whitney functions [31] and e, 's the edge

unknowns.

Taking integration with respect to the basis functions and applying the Ritz
procedure, one may reduce (2.2) to two systems of coupled differential equations for
transverse and longitudinal components. This is a normal FEM solution approach and

can be referred to typical textbooks, e.g. [31].
2.2.4 Matrix equations

The remaining term need to be discretized in (2.2) is the differentiation with
respect to time. Based on the Crank-Nicolson scheme, we apply central finite
difference method with respect to ¢ variable and in addition take timing average for
the first term in (2.2) to achieve unconditional stability [10]. The final time marching

equations in the FEM region are
(G le, i = 201G, e, )i ~ Gy e, 30
-G e}, —fe ) (2.52)
+[D,, J({e, ew = 2{e, i + {8, i)

and
(G2 ]{e, 1™ = G ){e, )", —[GL)ie, )™
: o : (2.5b)
HCL T (e, )i — e, 1)
in which
+ = =T K2 1 = = T
[Gp“p]= !Sr{W}{W} dSi—J.——{Vpr}{VpXW} das (2.6a)
4 4 Jap,
(C,.]=«* j Ly as (2.6b)
p A0 P
(D,,]=x j L gy gryras | (2.60)
op m
[G:]= j e, (0 ()7 ds £ f 1 wawaas 2.6d)
4 4 Jap,
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A . .- .
Here, «=-—==—=—1s the stability factor, the superscript of {e,} and {e,} stands

VHoEoA
for the time step while the subscript denotes the layer index in the z direction.

2.2.5 Discussion on computational efficiency

It is interesting to compare the computational load between the present method
and the extended FDTD methods proposed in [10], [32] when applying for layered
structures. For simplicity, consider the structure shown in Fig. 2.1(a). The region
around the via is discretized into prism grids as shown in Fig. 2.1(b) and solved by the
FEM. Note that the cross section of each layer is identical, hence the matrices
depicted in (2.5) need be stored and preprocessed for one layer only during numerical
simulation. Even for more general structures with several different kinds of layers, the
memory requirement for the present method is much smaller than that for the other
two extended FDTD methods.

As to the computation time, the present method which is based on the LU
decomposition method as employed in [9] for each layer is superior to the extended
method in [10] which is based on the conjugate gradient method. At each time step,
the present method involves an efficient forward substitution followed by backward
substitution. The operation count for each substitution equals the number of
unknowns multiplied by the bandwidth of the matrices, which is estimated to be about
10 for most structures [9]. On the contrary, the other two extended FDTD methods
which call for matrix solution for a 3D problem are much more time consuming. At
each time step, there usually are quite a few iterations of matrix vector multiplication
until convergence. Also it deserves mentioning that the number of unknowns involved
in the present prism gridded mesh is about half of that in the tetrahedral gridded mesh
since tetrahedral mesh will introduce additional unknowns [10]. This contributes

much to the advantage of the present method.

2.3 Computational Aspects

2.3.1 Time marching scheme

Separate time domain analyses are employed for solving the Maxwell's equations
in the FDTD and FEM regions. However, some hand shaking process is required to
transfer back and forth the computed data for the interface of the two regions. The
time marching scheme for the present method is similar to that described in [10],
except that the electric fields in FEM region are computed by (2.5) layer by layer at

each time step.
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For example, to obtain the transverse electric field on & layer {e,}, at time step

n + 1 by (2.5a), one calls for the values on neighboring layers in previous two time

steps as initial conditions, or more specifically, {e,},,, {e,};» {€,}ia> {ez}k_%,

e }, , attimestep n and {e at time step # - 1. In addition, one require the given
z k+3 p plk p q g

transverse electric fields along the boundary of FEM region on the same layer at time
step n + 1 as the boundary conditions. These boundary conditions should be provided
by the FDTD simulation in the FDTD region. Similarly, solution for the longitudinal

electric field on &+ layer {e,},  , attime step n + 1 by (2.5b) requires {e,},,,,

{e,}i> {e,}p at time step n and {e,} ke at time step n - 1 as well as the given

nodal values on the same layer at time step # + 1 along the boundary of FEM region.
Once the interior fields in the FEM region are solved, the values on the contour
next to the exterior boundary of FEM region can be passed to the FDTD region for the
updating of the magnetic field at the next half time step. The electric fields in the
FDTD region at time step n + 2 can then be obtained and the whole time marching

procedure continues.

2.3.2 Matrix solution

The unknown fields, {e,} and {e,}, in the FEM region need be solved by (2.5)

implicitly at each time step. The matrices [G,,] and [G] keep the same while

right-hand-side (rhs) vectors change versus time step. The Gaussian elimination
method based on Cholesky LU decomposition [33] is especially advantageous for the

. . . N
present case of multiple rhs vectors. In the pre-processing, the matrices [G, ] and

[G!] are decomposed into multiplication of a lower triangular and an upper
triangular matrices. The matrix decomposition is time consuming but requires to be
executed once. Then the unknown fields at each time step can be obtained by forward
and backward substitution, which is an explicit updating scheme like FDTD. The
operation count for each unknown by either the forward or backward substitution is
proportional to the bandwidth of the matrices. For the storage of the matrices, the
skyline scheme of variable bandwidth is employed. In addition, the unknowns are
renumbered. appropriately by the Collin's algorithm [34] so as to reduce the largest

11



bandwidth.
2.3.3 Absorbing boundary condition

The present method can be applied to deal with both shielded and unshielded
problems. In the shielded cases, where the PEC planes coincide with the top and
bottom surfaces of FEM region, the Dirichlet boundary condition is employed without
difficulty.

In the unshielded cases, some sorts of absorbing boundary conditions should be
employed to reduce the wave reflection resulted from the artificial lattice truncation.
For some examples, e.g., the grounded via structure shown in Fig. 2.1, the FEM
region is bounded to a finite size in not only the transverse but also the z directions.
As a result, all the exterior space is modeled by the conventionally FDTD and all the
available absorbing boundary conditions can be directly resorted to. For other
examples, the FEM region may be required to extend to the top and bottom layers
where (2.5) are not applicable for lack of the fields in the next layers. Some absorbing
boundary conditions may fail for the present case that the cell is not rectangular in the
transverse directions. Nonetheless, other absorbing boundary conditions, e.g., the
first-order Mur's scheme [35], which rely on a uniform division in the direction
normal to the boundary can be employed. Additionally, on the boundary of the FDTD
region elsewhere, the super-absorbing method [36] can be incorporated to further

absorb the undesired reflections from the lattice truncation boundary.

2.3.4 Computational complexity

It is interesting to investigate the computational complexity of the additional
FEM processing as compared with the conventional FDTD method. This can be
treated as the overhead required by FEM in improving the solution accuracy. Take this
example as an illustration. Choosing a smaller FDTD division size /\ will increase
the number of division N, in each direction. The total number of variables N and
thus the required memory for FDTD in the regular region is in the cubic order of N,,
or written as N = O(N}). The number of divisions required to model the curved
surface is proportional to N,, while that in the normal direction remains nearly

invariant. As a result, the number of unknowns in FEM region is N, = O(N ).

Arguably, the memory required for storing the matrices in (2.5) is comparatively
small. One needs to store the matrix elements for one layer only. The memory
requirement is roughly B-N, where B is the average bandwidth and in this case
remains nearly the same as N, increases. Therefore, the dominant part is the storage
for the additional unknowns and the FEM overhead in memory is

12



O(I/N,)=O(N?).

As for the computation time, the present analysis additionally requires FEM
pre-processing for the matrix setup and the matrix solution at each time marching step.
The FEM pre-processing includes the house keeping management for mesh, element
integration, matrix assembly, and the last but usually the most time-consuming matrix
decomposition into the LU form. Since it need only be done once and with the largest
operation count proportional to B*- N, , the required time is negligible as compared
with the total simulation time. During the time marching, the unknowns in FEM

region at each time step is solved by forward and backward substitution with

operation count proportional to 2B- N, . Since B is almost independent of Na, the

FEM overhead in computation time turns out to be

O(2BN,,,,/N2)=O(1/N,)=O(N?).

2.4 Numerical Results

2.4.1 Grounded via

The present method is employed to characterize the microstrip with cylindrical
grounded via shown in Fig. 2.1(a). The region around and under the rod is modeled by
prism-gridded FEM. Fig. 2.3 compares the calculated scattering parameters with those
by two staircasing FDTD analyses [32], for which one staircases the via to the inner
boundary while the other to the outer boundary. As expected, the results by the present
method lie somewhere in between. The dashed curve also shown in the figure for
comparison is redrawn from the literature that is based on mode matching method but

assuming an outer shielding box [37]. Good agreement can be noticed.
2.4.2 Through hole via

The second example considered here is the signal transmission across the
microstrip lines on different layers by a through hole via as shown in the inset of Fig.
2.4. The region near the curved boundary is discretized into prism cells and solved by
FEM, with the fields in the top and lower layers approximated by first-order Mur's
boundary condition [35]. The region elsewhere is handled by the conventional FDTD,
with super-absorbing first-order Mur boundary condition for the lattice truncation [36].
Fig. 2.4 compares the calculated results with those by the measurement [38]. Good
agreement verifies that the present method is capable of characterizing objects with

curved boundary.
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It is interesting to investigate the influence on scattering characteristics if the two
connected lines are oriented along different directions. The structure is shown in the
inset of Fig. 2.5. Note that the geometric parameters chosen here are typical for
realistic applications in multichip modules. The characteristic impedance of the
microstrip is about 50 Q. The simulation approach is similar to the previous example.
Fig. 2.5 shows the scattering parameters versus frequency with connecting angle 6 =
0° ,90° ,and 180° as a parameter. It is found that the transmission remains good
and almost independent of @ at low frequencies, say f < 10 GHz. This supports the
formulation and conclusions in [39], which assumes a symmetric field distribution on
the clearance hole. It is also noticed that the transmission characteristics of the
through hole via degrade significantly at high frequencies, say f > 60 GHz. The
degradation is strongly dependent on the connecting angle 6. In those cases, the
diameter of the clearance hole can be as large as one quarter of the wavelength. The
field distribution around the via becomes highly asymmetric and should be carefully
modeled to yield accurate results.

In case of arbitrary connecting angle & other than 0° , 90° , and 180° , no
proper rectangular grid in the FDTD region an fit the two microstrip lines
simultaneously. The problem is divided into two subregions. One is above the ground
plane while the other is below the ground plane. In general, the FDTD grids for the
two subregions are tilt from each other, Please notice that the two subregions overlap
on the clearance around the via on the ground plane. By the present method, we can
carefully arrange different buffer meshes in these two subregions so that the identical
triangular mesh on the clearance area can match to their individual FDTD grid on the
outer boundary. Hence, the communication between those two subregions can be
established by transferring the values of the unknowns on the clearance area to each
other at each time step. Fig. 2.6 shows the calculated scattering parameters versus the
connecting angle € with the frequency /=20 GHz and f'= 60 GHz as a parameter.

Fig. 2.7 shows the calculated scattering parameters at 20 GHz with diameter of
the via as a parameter while fixing b = 0.508 mm. The conventional FDTD may find
difficulties in modeling both the via and hole accurately with such an arbitrary aspect
ratio. However, the present method can model planar structures of curved boundary
and yield satisfactory resolution. It can be found that better transmission can be

resulted by a thinner via, as depicted in [39]
2.4.3 CPW to CPS transition

A coplanar waveguide-to-coplanar stripline transition is analyzed. The layout is
shown in Fig. 2.8(a). This transition is proposed by [40], aiming at maximizing the
bandwidth and minimizing the insertion loss. In this simulation, the spatial increment
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is 0.01524 mm and time increment is 0.0254 ps. The prism-gridded FEM is applied to
deal with the region near the taper boundary while the conventional FDTD is
employed elsewhere including the staircase approximation for the bond wires. Two
PEC planes are placed 30 cells away from the planar circuit on the upper and lower
boundaries, which do no exist in the measurement [41]. Roughly speaking, the whole
simulation region is divided into 260 X 80 X 60 cells with 8 perfectly matched
layers imposed on all the other walls. For the measurement, the transition structure of
interest is placed in a back-to-back configuration. Fig. 2.8(b) compares the calculated

scattering parameters with the measured data. Good agreement is obtained.
2.3.4 Numerical experiment for computational complexity

Finally to be addressed is the experiment on computational efficiency of the
present method. Due to the incorporation of FEM, the method requires additional
computation time and memory in mesh generation, matrix calculation, and matrix
decomposition during the preprocessing as well as in matrix solution during the time
marching. The grounded via problem described above is used as an example for
numerical experiment by tuning the division number per direction. Table 2.1
compares the required CPU time and memory storage to those in conventional FDTD
algorithm. It is clearly verified that the overhead in the memory and CPU time for the

present method is relatively insignificant and becomes smaller for a finer mesh.

2.5 Summary

The prism-gridded FEM has been successfully incorporated with a conventional
FDTD method to deal with planar circuits with transversely curved boundary. This
approach has been applied to characterize problems such as vias in packaging
interconnections and transition between different transmission lines. In essence, it can
also be generalized to deal with various structures such as planar circuits, waveguides
with step transition, and whatever can be longitudinally divided into several building
layers. Owing to the flexibility provided by the FEM, the present scheme can easily
model structures with objects of arbitrary aspect ratio in shape, which is hard to
access by the conventional FDTD.

The additional computational load of the present method in comparison with the
conventional FDTD method has been analyzed both theoretically and numerically. In
theory, the overhead of the FEM in memory and the CPU time requirement is
inversely proportional to the division number per direction and, thus, negligible for
fine mesh. In practice, simulation results depicts that the present method remains very

efficient, with computational overhead 15% smaller for most applications.
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| mesh pre-processing time marching FEM overhead
A Nx X Ny X N; | method | time | memory | time/steps |memory| time |memory
1.00 | 110 X 70 X 30 | extended | 0.34 92 43.63/80 6580 | 14.42% | 8.51%
FDTD - - 38.13/80 6064
0.80 | 138 X 87 X 38 | extended | 0.41 112 99.63/100 | 12296 | 12.08% | 6.59%
FDTD - - 88.89/100 | 11536
0.67 | 165 X 105 X 45| extended | 0.63 142 196.72/120 | 20544 |10.01% | 5.33%
FDTD - - 178.82/120 | 19504
0.57 | 193 X 122 X 53| extended | 0.78 164 353.69/140 | 32020 | 9.18% | 4.20%
FDTD - - 323.94/140 | 30728
0.50 | 220 X 140 X 60| extended | 0.92 180 575.76/160 | 47072 | 7.94% | 3.77%
FDTD | - - | 533.42/160 | 45364 |

(Program is executed in IBM RS 6000/3BT. The units are of time sec and of memory kbytes.)

Table 2.1 Comparison of the computation time and memory between present method

and conventional FDTD method.

16




()

Fig. 2.1 (a) Geometry of microstrip with grounded via and (b) the mesh division near

and under the grounded via.
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Fig. 2.2 The prism element and the assignment of unknown fields.
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Fig. 2.3 Transmission coefficient along a microstrip with grounded via. Comparison
between present method and other numerical methods. The microstrip is of
width 2.3 mm and height 0.8 mm, the via diameter is 0.6 mm, and the
substrate is of dielectric constant 2.32. The solution region is basically
divided into 110X 70X 30 cells (A= 0.1 mm, A= 0.167 ps) with 8 perfectly

matched layers.
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Fig. 2.4 Scattering parameters of a through hole via. Comparison between the
simulated results with the measured data. The microstrip is of width 1.6 mm
and height 3.3 mm, the diameters of the rod and the clearance hole are 1.5
and 3.9 mm respectively, and the substrate is of dielectric constant 3.4. The

simulation region is basically divided into 70 X 80 X 48 cells with

Ax=A,=0.206 mm, A, = 0.4 mm, and A; = 0.333 ps.
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frequency(GHz)

Fig. 2.5 Calculated scattering parameters of a through hole via with connecting angle
#=0° ,90° , and 180° as a parameter. The microstrip is of width 0.254
mm and height 0.239 mm, the diameters of the via and clearance hole are
0.254 mm and 0.508 mm, respectively, and the substrate is of dielectric
constant 4.3. The solution region is basically divided into 86 X 56 X 48

cells with Ay= Ay=0.02117 mm, A, = 0.05959 mm, and A, = 0.0353ps.
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Fig. 2.6 Scattering parameters versus the connecting angle & with the frequency= 20

GHz and 60 GHz. All other structural parameters are the same as those in

Fig. 2.5.
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Fig. 2.7 Scattering parameters versus the diameter ratio of via to hole at frequency=

20 GHz. All other structural parameters are the same as those in Fig. 2.5.
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Fig. 2.8 (a) Layout of a CPW to CPS transition (b) Comparison of the calculated

IS11] and [S21] with measured data. The substrate is of height 25 mil and

dielectric constant 9.8.
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Chapter 3

A Novel Finite Element Basis Capable of Eliminating

Late-Time Instability

3.1 Introduction

The hybrid FE/FDTD method has been proposed to solve electromagnetic
scattering of arbitrarily shaped dielectric objects. The full flexibility of finite-element
method can be fully exploited to alleviate FDTD in modeling curved geometries.
Practices include the triangular node elements for two-dimensional problems [9],
tetrahedral edge elements for three-dimensional problems [10], and prism elements
for two and half dimensional planar structures, as described in the previous chapter.
Numerical results of early time simulation validate that the method has the advantage
of accuracy, flexibility, stability, and computational efficiency. However, the
simulation is noticed to exhibit numerical instability in the very late time although
both the FETD and FDTD are found to be numerical stable if employed separately.

The late-time instability happens not only in FE/FDTD but also in most of the
afore-mentioned modified FDTD schemes. Yee et al. noticed that the computation
error grows up in the additional local coordinate system near the curved surfaces and
suggested a spatial average scheme to resolve this instability [8]. Since the spatial
average may become more complicated for non-rectangular grids, some researchers
prefer a similar idea by taking average in time, e.g., [12], [13], [42]. Taking sufficient
average in time or space can filter out the high frequency numerical noise, but
sacrifice accuracy as a tradeoff [42]. Railton er al. believes that the late-time
instability can be contributed to the non-reciprocity in the time marching scheme and
proposed modified equations based on a passive equivalent circuit [43], [44].

The finite-element mesh in FE/FDTD exactly matches with the finite-difference
grid. It is not clear why the numerical errors will be accumulated to exhibit late-time
instability. A detailed check reveals the non-perfect match between the bases
employed in the two methods: FDTD assumes a uniform field distribution inside one
cell; while FEM interpolates the field inside an element by linear bases. When
updating the electric fields solved by the two methods at the overlapping boundary,
error might. be generated due to the differences of field distribution. To circumvent
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this problem, we devise a novel finite-element basis function, which can match with
the uniform basis in FDTD.

3.2 A Novel Finite-Element Basis

For sake of simplicity, consider the wave scattering of an arbitrarily shaped
two-dimensional cylinder. To suitably model the curved boundary, the region near the
boundary is divided into triangular mesh, same as that in FE/FDTD of [9]. As opposed
to the conventional linear basis, the electrical field inside a triangular element is

expressed by
3
E,(F.02=) E(1)f,(F)2 (3.1)
j=1
where
- 1, ¥ inregion
(r)=
S5 { 0, 7 elsewhere

is a pulse basis extended from the vertex node 7, to circum-center O of the

triangular element as shown in Fig. 3.1(a). The magnetic flux density in the element is

expressed by
— 3 —
B(F,0) =D ¢,(tW,(F) (3.2)
j=1
where
7, (7) = L
j(r) = 2A(e)

and A" is the area of this element. Fig. 3.1(b) plots the vector basis WI(F). Note
that the element is subdivided into three regions and inside each of which, the electric

field is a constant by this basis assignment. Also, it can be verified that ¢,(¢) equals

the total magnetic flux flowing out of the j’th side of the element.

Applying Faraday’s law over the j’th side of this element yields

do,(1)
dt

Here, j, j+1, and j+2 follow the conventional index order in a triangular element, say

= j+l(t)—Ej+2(t) (3.3)

if j denotes node 2, then j+1 denotes node 3 and j+2 denotes node 1. On the other
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hand, the application of Ampere’s law over all the elements containing the node 7.

14

as shown in Fig. 3.2 yields

dE. 1 & fas o
>4 '(t):Z ()ZI W7 dre; 1)

Z (e)A(e)ZO Fin — Fia = ’ )’P (1)

Here, £, u' are the permittivity and permeability of the material, 7/ denotes the

(3.4)

center point on the j’th side of the element, and 4 is the counterclockwise area of

Q, formed by r, ¥

3 z+2 >Ti+l

Substitution (3.3) to (3.4), the electrical field in the finite element region satisfies

Z[C(e)] d’ [E(")(t)] Z[D‘”]-[E(E)(t)] (3.5)

d 2
Here, [E®(¢)] is a column vector formed by the electric fields at the three vertices

of a particular element. The two matrices in (3.5) are

Al(e) 0 0 d12 +d13 _dlz —dw
[C(e)]: g9 0 A:Ee) 0 | [D(e)] W —d), dlz + d23 —d,;
0 0 A3(e) —dy; ~dy dyy +dy

(3.6)

in which
- .2 Y
d, :’;3 _rsl ‘Hrz _’”1'
and similarly for 4, andd,,. This equation (3.5) can be solved by applying the

Crank- Nicholson scheme in the way already described in [9].
In the interface between FEM and FDTD, the region is divided into right

triangles. Consider a node in the interface region shown in Fig. 3.3, the constant
electric field assumed in the present basis exactly match with that in the FDTD
method. Moreover, we can employ (3.4) to obtain the equation for the electric field at
node 0. Due to the choice of the basis function, it can be found that the term d;; =0
when applying (3.5) to either triangle AO015 or triangle A025. As a result, the wave
equation becomes
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A A gdZEO(t) —
A HA A

x=y

[ 2(a2 + 82 )E, (6) + A (B, (1) + B, (6) + A% (B, (1) + E, (1)

(3.7)

which is exactly the same as that derived by taking FD discretization to Maxwell’s

equations in rectangular grid.

3.3 Numerical Results

The present method has been applied to deal with a two-dimensional TM
scattering off a circular dielectric cylinder. As given in [9, Fig. 3], a TM pulse of
Gaussian waveform is incident from —x direction onto a cylinder of radius » = 10cm
and dielectric constant &, =4 . The Gaussian pulse is chosen such that 90% of energy
is confined in a time interval of 0.667nsec or equivalently, in the frequency range
from dc to about 1GHz. In the numerical simulation, the division parameter is chosen
as p = cAt/ Ax = 0.5 and the center of the cylinder is chosen as the observation point.

Fig. 3.4 shows the calculated waveforms of the total electric field at the
observation point with different division sizes Ax = 4y = 2, 1, 0.5, and 0.25cm as a
parameter. It is worthy mentioning that the wavelength corresponding to the
frequency component of 1GHz is about 15¢m in the material. The division of 4x = Ay
= 2cm do not satisfy the common rule of at least ten divisions per wavelength.
Nonetheless, the present method can correctly model the non-regular shape of the
scatterer and is found to exhibit good accuracy even in the very rough division size.
The numerical convergency is satisfactory as the division becomes finer.

Fig. 3.5 shows the late-time response for the case of Ax = Ay = lcm. Both the
results by conventional FEM linear basis [9] and the present basis are presented for
comparison. It can be found that the conventional FEM results in a significant
numerical instability after 6000 time steps, or 6000-cAf = 3000cm, in the figure. To
the contrary, there is not late-time instability if we employ the present basis. Actually,
we have tried other division sizes and up to much longer time. No late-time instability

can be noticed.

3.4 Summary

A novel finite element basis to circumvent the late-time instability problem
encountered in the hybrid finite-element /finite-difference time-domain method is
proposed. In the conventional hybrid FE/FDTD, the electric field is interpolated by
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linear function in FEM region while assumed to be piecewise constant in FDTD
region. Although the FEM mesh can ideally match with the FDTD grid, the small
field imbalance can accumulate to develop instability in the very late time. In the
newly proposed approach, the electric field in the FEM region is assumed to be
piecewise constant. The assignment of the electric field in the interface region of
FDTD and FEM is identical to each other. Specially, the governing discretized
equations for FEM in the interface region where all the elements are right triangles
can be reduced to exactly the same as those for FDTD. It is the perfect match in not
only the mesh but also the field basis that totally eliminate the numerical instability

due to the interface of the two time-domain analyses.
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(a) (b)
Fig. 3.1 A novel finite element basis for hybrid FE/FDTD method. (a) pulse basis for

electric field, and (b) vector basis Vf’l (7) for magnetic field.

}‘I.

(a) (b)
Fig. 3.2 (a) Applying Ampere’s law for the electric field at node 7, and (b) the

integral inside an element.
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Chapter 4

Thin-Slot Formalism

4.1 Introduction

One of the major drawbacks of FDTD is in modeling structures involving gaps
or thin slots. A fine FDTD mesh to fit the structures will dramatically increase the
memory storage and CPU time required in the numerical simulation. Several thin-slot
formalism (TSF) based on the assumption of fields around the slot are proposed to
alleviate this difficulty [15]-[18].

The simplest uniform TSF assumes a constant electric field distribution across
the slot [16]. This derivation is straightforward but the accuracy is not satisfactory. In
capacitive TSF [15], the field on the sidewalls of the unit FDTD cell containing the
slot is assumed to be negligible as compared to the field near the slot. By considering
canonical problems of two- and three-dimensional slots in infinitesimally thin walls,
the accuracy has been evaluated and the results indicate that up to 10 % error may be
present in the total electric and magnetic fields both near and far from the gap [45].

Later, a hybrid TSF was proposed by treating the slot field as unknown and
applying the integral equation approach to solve it [17]. The accuracy of hybrid TSF
and capacitive TSF was compared for structures with shielding enclosures [46].
Hybrid TSF has better accuracy, but the algorithm is much more complicated. Besides,
the late-time instability will occur for hybrid TSF method. An easier approach is to
revisit the assumptions made in deriving the capacitive TSF. An enhanced thin-slot

formalism was thus proposed by assuming a l-decay field behavior away from the
r

slot center [18]

In this chapter, an improved expression of the thin-slot formalism is proposed to
alleviate the gridding of the FDTD solution for electromagnetic problems involving
narrow slots. By applying the conformal mapping technique, the varying field
distribution near the slots is analytically derived and fully cast into a unit FDTD cell
with effective permittivity and permeability. As a result, this- formalism permits
narrow slots to be modeled without reducing spatial grid size, even when the slot gap
width is much smaller than one space grid. The method has been applied to several
transmission line problems and the results are compared with conventional FDTD
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method and other thin-slot formalisms. It is verified that the proposed method is easy

to implement, numerically efficient, and accurate.

4.2 Unified Thin-Slot Formalism

To simplify the analysis, consider a slotline with the slot along the z-direction

and the metallization plane on the x-y plane. Fig. 4.1 shows a typical FDTD mesh in
which the cell size isAx, Ay, and Azinx, y, and z directions, respectively, and Ax

is much larger than the width of the slot. The FDTD scheme calls for repeatedly
updating the £ and H field sequentially. As shown in Fig. 4.1, E_(i —1,7,k) can
be updated using Ampere’s law by

(H,(i-5,j+3,0)-H,(i-%,j-1,0A, +

L
[ 2H, =4,y k =D~ H (1, y,k+ D] dy (4.1)

2

d (e
= 2 L .
=0y [ EEG i dy-a,

where all the field components are arguably assumed to be slowly varying along z.

However, the variations of £, and H, along x and y directions are significant and

deserve special consideration.

Define the average field along the edge of a unit cell

L Lot o o
H,G-4. )kt =—— [T H,(~L. 0k dy

yoo 2 (4.2)

~ 1 i

T .
Ex(l Z,J’k)_A J:—-I EX(X,_],k)dX

then (4.1) becomes
AH (i= 4 j+ L0~ H (i~Lj 10—
AJH (-1 jk+t)~H (i-Ljk-1)] , (4.3)

= £,6,(k)A, A, %Ex(i —1jk)

where

1 .+1
([ 7 EG-Lya)s, [[TFEG-1y.0d1a,
£ (k): 2 — )

——— S (4.4)
E (i-%,).k) [, E.x gk dx)/ a,
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It is worth noting that the constant &, (k) is determined by the field distribution near
the slot but independent of the field amplitude.

Similarly, H, field along the slot can be updated using Faraday’s law by

AJE(i-Ljk+1)—E (i-1,jk)]
d ~ . ' (4.5)
==t (k+5)A A, Eﬂy(l 3 hk+3)

where

([0 H (x,j,k+1)dx]/A,
p, (e +4) = -[{-‘ d : (4.6)

73 H, G- 4.0k ) dy)/a,
2

Under the thin-slot approximation, the field near the slot is very close to that of a

transmission line, so that £ and H ) has the same field distribution. As a result,

the equivalent permeability g, (k+1) can be related to the equivalent permittivity

&,(k) by

u(k+3)= 4.7)

£, (k)

4.3 Field Distribution by Conformal Mapping

The equivalent effective permittivity in (4.4) is determined by the field
distribution near the slot in the unit cell. It is a good approximation that the field near
the slot is the same as the two-dimensional TEM field of the slotline. Through
conformal mapping technique, the slotline can be mapped to an easier solution region
as shown in Fig. 4.2 by the Schwartz-Chirstoffel transformation [47]

w=u+jv=j(isin“lgz—+l) (4.8)
T s 2 _

where s 1is the width of the slot.

The mapped region in (u,v) plane is a semi-infinite parallel plate structure for
which the potential distribution can be analytically obtained by ¢(u,v)=v. By
complex analysis, the potential distribution in (x, y) plane is

$(x,y) =v =1m(f(2)) (4.9)

z=x+iy
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and the electric field distribution can be readily derived by E =~V . Thus, the field
component £ required in (4.4) is
=2
- 9 _ sz (4.10)

x -a__ - 2
x R(Muj )
S

At y =0 plane, it can be simplified to be

-2
___sm 4.11)

RIEIC

and at x =0 plane,

E

X

T (4.12)

It is worth mentioning that, as s tends to zero, (4.12) reduces to a % dependence

assumed in the enhanced TSF [18].

Substituting (4.11) and (4.12) into (4.4), the equivalent permittivity for the

thin-slot 1s

24 A
e, (k)=""= sinh™ (—Si) (4.13)

By

It can be substituted to the traditional FDTD algorithm for updating the £, and H,

fields at slot.

For the more general cases in that the slot has finite depth, the conformal
mapping technique is also available [48]. However, the expression for the E; field
becomes much more complicated than that in (4.11) and (4.12). A simple analytic
expression for &, (k) like (4.13) is not possible, and the numerical solution should be

resorted to.
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4.4 Numerical Results

It 1s interesting to compare the equivalent effective permittivity ¢, (k) used in
different TSF’s. Subject to the same definition in (4.2) and in the same coordinates
adopted here, the various TSF’s can be written in the same form as (4.3) and (4.5), but
different expressions for ¢, (k). OTable 4.1 lists the ¢, (k) for capacitive TSF [15],
uniform TSF [16], and enhanced TSF [18]. Note that the effective permittivity for

enhanced TSF does not appear directly in reference [18]. Here, the expression is

derived by assuming that the E, field is uniform for ’y’ < % near the slot and
follows the %} -decay for ly|>% [18, eq. (1)]. In the common case that

A, =A =A,=A, Fig. 43 shows ¢, (k) versus % It is found that the

x Yy

expressions of capacitive TSF, enhanced TSF, and the present TSF are close to each
other for small s.

The present thin-slot formalism is applied to calculate the characteristic
impedance Z; of a coplanar strip (CPS) transmission line. Shown in the inset of Fig.
4.4, the total width of the CPS is fixed at 2w+s=1.1 mm, with the dielectric
constant of the substrate being ¢, =1 for sake of simplicity. In numerical simulation,
FDTD cells of grid size is A=0.1 mm. The total solution region is divided into
21x30x300 cellsalong x, y,and z directions, respectively, with additional five
cells Berenger’s PML outside this region. The excitation is a retarded Gaussian pulse

of the form

B(x, y,0) = ¥(x, y) exp’:—( t;"’J } (4.14)

w

where ¥(x,y) is the quasi-static field solved by Laplace equation, ¢, =3004,,

» =100A, and the soft source [49] is located at z = 5A.

For the numerical results, the voltage V(z,z) and the current I(z,z) are

recorded at z = 200A . The characteristic impedance can then be calculated by

_FV (¢, 2)]
Z,(0,z) = ] (4.15)

where #|| means Fourier transform. Because the effective permittivity and

permeability are reciprocal, the product of effective permittivity and permeability is
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equal to ¢°. It means that the velocity of wave is equal to the other cell; thus, it will fit

the criterion of the stability condition.

The exact characteristic impedance for the present CPS structure is available by
using the conformal mapping technique. In the case of thin slots (s < A), Fig. 4.4

shows the quasi-static characteristic impedance calculated by the present TSF versus

the ratio % The results are also compared with those by the conformal mapping

technique and by other TSF’s. It is found that the computational results by the present
TSF concurs with the exact solution, especially when the slot width is much smaller
than the cell size. The larger discrepancy at larger s 1is expected since the end effects
due to the finite size of metallization may not be negligible.

Comparatively, the results by other TSF’s are not so satisfactory. The uniform
TSF [16] results in a significant underestimation in Z,. The capacitive TSF [15]

partially takes into account the nonuniform variation of the slot field, but the accuracy

deteriorates as % increases. The enhanced TSF [18] can yield accurate results for

small s, say s<0.2A, while its assumption of 1/ —decay in the field behavior
r

becomes worse for larger s as evident by (4.12).

In the FDTD simulation under an incident wave of Gaussian pulse, the
characteristic impedance of the transmission line can be extracted over a wide
spectrum by (4.15). The solid curves for Fig. 4.5 shows the real and imaginary part of
Z, versus frequency by the present TSF for the case of s =0.5A. For the sake of
comparison, the same problem is also solved by the traditional FDTD with fine
divisions such that the slot is divided into 2, 4, and 6 cells, respectively. The extracted
results are shown by the dashed curves in the figure.

Theoretically, the propagating wave will be a purely TEM wave for the present
CPS where the relative permittivity of substrate is set to be ¢, =1. This means that
Z, should be a constant independent of frequency and its imaginary part should be
zero. It can be seen from Fig. 4.5 that the results by the present TSF closely comply
with the characteristics as required by TEM. However, the results by traditional
FDTD not only show large variations with respect to frequency but also exhibit
significant imaginary parts. Such discrepancy against the theoretical prediction
remains even with a much finer division, without mentioning its prohibitive numerical
requirement in memory and CPU time. This demonstrates the advantages and
efficiencies of the present TSF over the traditional FDTD method.

The present TSF can be applied to deal with other transmission lines which

38



involve thin slots, e.g., the coplanar waveguide (CPW). In this case, the electric field
behavior near the slot derived in (4.10)-(4.12) is not exact but can still serve as a good
approximation. Choosing the FDTD mesh similar to that in Fig. 4.4, the center of the
two slots of CPW are separated by 7A (s+w=7A) while the slot width s varies
from 0 to a cell size A. Fig. 4.6 shows the characteristic impedance versus the slot

width ratio %v of the CPW at the low frequency limit. Also shown in the figure for

comparison are the results obtained by the conformal mapping technique and by other
TSF’s. Among the various TSE’s, the present TSF compares most favorably to the
analytic solution by the conformal mapping technique. However, the discrepancy
increases for larger s, since the field distribution near the slot of CPW is assumed to

be that of a single slot.

4.5 Summary

A novel thin-slot formalism is derived. The derivation is based on an exact
modeling of the field distribution on the slot, which is analytically solved for the
slotline by the conformal mapping technique. As a result, the formalism can not only
be suitable for the slotline, but also serve as a good approximation for other practical
structures that involve narrow slots with width much smaller than a wavelength. The
formalism can be ideally cast into the FDTD analysis so that it is not necessary to
reduce FDTD cell size to make concessions to slot size. Numerical results have
demonstrated that the formalism is superior to other methods in dealing with

structures of thin slots.
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Methods capacitive TSF uniform TSF enhanced TSF | The present TSF
2
1{1 —(ALJ }
A x A 2A 2A . A
£ (k) s L N7 A, s [In(22) +1] | 225 sinh ™ (22
S 24, S A, s

Table 4.1 The effective permittivity e (k) for capacitive TSF [15],

uniform TSF

[16], enhanced TSF [18], and the present TSF, where K[] is the complete

elliptic integr defined as K[m]= £

1
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Fig. 4.1 A typical FDTD mesh with cell size larger than the width of slot.
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Fig. 4.2 Conformal mapping of a slot-line into semi-infinite parallel planes.
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Fig. 4.4 Calculated results for the characteristic impedance of CPS versus % for
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Fig. 4.5 Calculated results for the real and imaginary parts of Z, versus frequency by
the present TSF for the case of s =0.5A. Also shown for comparison are the
results obtained by traditional FDTD with the slot divided into 2, 4, and 6

cells, respectively.
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Fig. 4.6 Calculated results for the characteristic impedance Zy versus %v for the

coplanar waveguide shown in the inset.
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Chapter S

Composite Effects of Reflections and Ground Bounce

for Signal Line through a Split Power Plane

5.1 Introduction

In a multi-layered printed circuit board (PCB) or multi-chip module (MCM), it is
common practice to cut a slot in the ground or power plane. For example, cutting a
power plane into several areas provides multiple power distribution. Another is
isolated power or ground plane area, called power island which isolates a noisy or
sensitive circuit from other circuits [S0]. However, signal lines have to cross the slots
in order to communicate between different areas. Thus, incurred are two major signal
integrity concerns: the reflection due to the discontinuity in signal return path and the
ground bounce which is the voltage fluctuations between power and ground planes.

Traditionally considered to be mainly due to the electric current along vias, the
ground bounce can be caused as well by the equivalent magnetic current flowing
through the slot on the power or ground planes. As ground bounce noise generated
either by other vias or slots in power/ground planes propagate across the slots, it will
in turn induce noise voltage on slot and then couple into signal lines. To accurately
model the propagation characteristics of signal traces over slot, the composite effects
of signal reflection and ground bounce must be taken into account in view of the
increasing complexity of the routing and the necessity of multiple power distribution.

The isolation of island has been discussed using the three-dimensional full wave
solvers based on FDTD method [23] or mixed potential integral equations [51], but
signal lines are not included and this method requires long computation time and
substantial computer memory. In another point of view, the microstrip/slot coupling
has been analyzed using transmission line model and equivalent circuit for mode
conversion [20], but neglecting the presence of ground bounce between power and
ground planes.

In this chapter, we propose a new efficient analysis scheme which consists of the
two-dimensional FDTD method for radial wave propagation of ground bounce, the
transmission line theory for signal propagation along microstrip and slotlines, and
especially, an equivalent circuit for the coupling between ground bounce and signals
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along the slot. The FDTD and transmission line simulations can be performed
separately and linked together at each computation time step. The effects of the slot

on signal propagation are thus characterized.

5.2 Theory and Circuit Modeling

Consider a three-layered structure shown in Fig. 5.1 in which the first layer is a
microstrip line, the second layer is a power plane cut with a finite slot, and the third is
a ground plane. A voltage source is impressed on the microstrip line which is
terminated by a resistance of R;. The whole structure can be divided into two regions,
one between the microstrip line and power plane, and the other between parallel metal
planes with a split on one plane. Since the separation between two metal planes is
typically much smaller than the wavelength and the size of the planes, the fields
inside can be assumed to be uniform along the z-direction. Consequently, the

electromagnetic fields are functions of x and y and consist of £, H ,and /, only.

They are commonly called ground bounce and can be solved by the two-dimensional
FDTD method [52].

The voltage and current waves will propagate along the microstrip line as well as
the slotline formed by the cut on power plane. They are modeled as transmission lines

governed by the telegrapher’s equation. Without loss of generosity, assume that the
slotline is positioned along x = x, = (i, +3)Ax while the microstrip line is along

y=yo=JAy.Let V. (x2) and I, (x) denote the voltage and current waves

trip

along the microstrip line, while ¥, ,(y,t) and I,,(y,t) denote the voltage and
current waves along the slotline. Mode conversion will happen at the cross-junction of
microstrip line and slotline.

Fig. 5.2(a) shows the equivalent circuit for the microstrip line. Due to the mode
conversion, the circuit is subject to an equivalent voltage source which is equal to the
slotline voltage at the cross-junction [20]. Using central difference discretization to
the telegrapher’s equation, the voltage and current waves along the microstrip line
satisfy

0 . . .
C,us!riprg V irip (10, 1) = [ (= 3)Ax, 1) = 1, (0 + 3)Ax, 1) (5.1a)
0 . . . .
pstripr 5 [ystrip ((l + %)A)C, t) = Vpsm'p (lea t) - Vystn'p ((l + I)Ax7 t) - Vslot (]OAYa t)ai,io

(5.1b)
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Here, C and L

strip are per-unit-length capacitance and inductance, respectively,

pstrip
of the microstrip line. They can be obtained by solving a two-dimensional Laplace

problem [53].

The equivalent circuit for the slotline is shown in Fig. 5.2(b). The equivalent

current source density should include not only the term [ . (x,,f) at cross-junction

UStrip

to account for the discontinuity in the return current path for microstrip line as
described in [20] but also the term H,rprp (X,,y,t) along the whole slot for the
coupling due to the ground bounce propagating in the underlying parallel-plate region.
The telegrapher’s equation for slotline should thus be modified as

Aya

C’ -
ot

slot

I/slot(jAy,t) = _[slot((j +%)Ay’t) + ]slot((j—%)AyJ‘)
(5.22)

o1 . :
+ I;tstrip ((lo + E)Ax) t)(s - Hy ((ZO + ’;‘)Ax, _]Ay, t)Ay

JrJo

0 . . .
leotAy 5;[810t ((] + %)A% t) = Vslot(.]Ays t) - Vslot ((.] + I)Ay: t) (52b)

and C

slot

Here, L are the per-unit-length inductance and capacitance of slotline

slot

in the presence of power/ground planes, , and H, is the magnetic field in y direction

under slotline in the region between power/ground planes.

In the region between two metal planes, the FDTD mesh inclusive of slotline is
shown in Fig. 5.3. The voltage on slotline will act as equivalent magnetic current and
couple energy into the region between power/ground planes. Thus, the updating for

magnetic field in y direction must be rewritten as
e H (43, jay, 0% d = £, + DA j89.0) - B, (8, 6, 0)d
+ Voo AV, 1)8

(5.3)

The updating equations for all the other field quantities remain the same as those in

conventional FDTD scheme and are omitted here.

The time marching can be briefly described as follows. The voltages V| and

pstrip

14

slot

I,., and H by (5.1a) and (5.2a). In the next
slot y

wstrip ?

can be updated from [
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14

slot *

I and E, with

half time step, / and H  can be updated from V

pstrip 2 slot » pstrip 2

the help of (5.1b), (5.2b), and (5.3). Therefore, the coupling effect between slotline
and power/ground planes is addressed. The composite effects of reflection and ground

bounce among the whole structure can be modeled.

5.3 Numerical Simulation

Take the structure of a 10 cm X 10 cm PCB shown in Fig. 5.1 as an example.
The heights of signal layer and power/ground planes are 2= 635 pm and d= 150 pm,
respectively, and the dielectric constant is both 9.7. The widths of microstrip line and
slotline are 570 pm and 50 pm, respectively, and the length of slotline 1s 4 cm. In
numerical simulation, the FDTD region between the two planes is divided into 100
X 100 cells of cell size Ax=Ay=1 mm. The signal voltage source is a Gaussian
pulse generator in series with an internal resistance of R,= 50 ohm between the top
microstrip line and the second layer. On the other end of the signal line, a matched
load (R;= 50 Q) is connected between the bottom microstrip line and the third layer.
The top view of Fig. 5.1 is shown in Fig. 5.4, where points a, b, and ¢ are separated
from the shorted end of the slotline by 1, 10, and 20 mm, respectively, and d is Ax
in front of the cross-junction.

The voltages at points A and B are monitored and the waveforms are shown in
the upper figure of Fig. 5.5, while the voltages at points a, b, and ¢ are shown in the
middle figure, and the ground bounce on the bottom two planes at point d are shown
in the lower figure. In the middle figure, as the signal propagates along the slot, it
decays continually due to the energy coupling onto the power/ground planes. At late
time, the ground bounce that is reflected by the boundary of the metal planes couples
into the slotline and this causes some noise on the microstrip line as shown in the
upper figure.

When the separation of power/ground planes is changed to 300 um and 500 um,
the voltage waveforms at point A are shown in the inset of Fig. 5.6, and the reflected
signals are enlarged to have a closer look. As the separation increases, energy coupled
into the power/ground planes will decrease and the noise on the microstrip line will

increase.

5.4 Experimental Validation

A test four-layered PCB with two slots is fabricated to investigate the coupling
between twa signal lines by slot-induced ground bounce. As in Fig. 5.7, the first and
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fourth layers are signal planes with open-circuited microstrip lines at the center of the
test board. The second and third layers are power plane/ground planes, both having a
slot on it. The center of the slot is located just under the microstrip line and its
direction is transverse to the direction of the microstrip line. Other geometric
parameters can be found from Fig. 5.7(a), while the substrate material is of dielectric
constant &= 4.3 and thickness of 1.5 mm in each layer.

The whole structure is anti-symmetric for the upper two layers and lower two
layers. Note that the second layer serves as the ground plane for the microstrip line on
port 1 and the third layer serves as the ground plane for port 2. There are no vias in
this structure. The ground bounce, if generated, could be contributed to the presence
of the slots.

In the experiment, a ramped step pulse of about 100 ps rise time is used as the
excitation on port 1 The TDR and TDT signals at point 1 and 2, respectively, are
measured by Tektronix 11801C. When the signal propagates down the microstrip line,
part of its return current path will be blocked by the slot. Ground bounce will be
generated and propagates in the region between the second and third layers. It will
bounce back and forth due to the presence of the finite boundary of the metal planes.
When the ground bounce encounters the slot on the third layer, some energy will be
picked up by the signal line on port 2 to appear as the coupled noise.

In numerical simulation, the measured input waveform is used as the excitation
signal. The slotline is modeled as a transmission line with governing equations In
(4.2a) and (4.2b). The equivalent inductance and capacitance of the slotline embedded
in this structure is calculated by applying the integral equation method [54]. The value
of inductance is calculated to be 317nH/m, and capacitance 117 pF/m.

Fig. 5.8 shows the result of simulation and experiment. In the present case that
the step voltage of the signal is 0.25 volts, the peak-to-peak coupled noise level of
port 2 is measured to be 33mV as compared to the simulated value of 48mV. In other
words, the generated coupled noise by the ground bounce due to the slots may achieve
about 15% of the input level. The over-estimation in the simulated level can be
contributed to the negligence of the loss by the substrate, conductor, and radiation in
the simulation.

By taking Fourier transform of the time-domain responses, Fig. 5.9 shows the
power spectrum density of the input signal, and the simulated and measured signals
on port 2. Noticeable in the power spectrum are some peaks which correspond to the
resonant modes in the parallel-plate region of size 8 cm x 6 cm. It is not difficult to
derive that the resonant TM,,, mode has the field pattern

™ nmy

E.(x,y) o cos % cos 2. (5.4)
, a b
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current distribution on the metal plane

j(x,y)ocxm”sin X cos nﬂy+;}ﬂcos@sinﬂ (5.5)
a a b b a
and resonant frequency
c m n
Som = (=) +()’ (5.6)
2\[‘; a b

Based on (5.6), the first peak in Fig. 5.9 is TM;; mode at 0.9 GHz. However,
only some of the resonant modes will be visible. Since the present structure together

with the excitation is symmetric with respect to y, all the 7M,,, modes with odd » will

not be excited. Furthermore, the slotlines are located at x = % and x =34 4 They

will not excite the resonant modes with m=4k, for which the modal current in (5.5)
has no x component to cut into the slotline. Thus, the second excited resonant mode
will be TM;y at 1.8 GHz, shown in both the measurement and simulation. The next
excited resonant modes are TM;; at 2.6 GHz and 7M3 at 2.7 GHz, which appear only
as one peak for lack of the resolution.

In addition to the resonant parallel-plate modes, both simulation and
measurement exhibit a slotline mode near 2.4 GHz. This can be contributed to the
standing wave by the reflection back and forth in the simulation. The agreement
between measurement and simulation deteriorates as the frequency becomes higher.
Since electromagnetic effects neglected in the present method may become significant,
such as the radiation from the open boundary of parallel plates and from the short-end
of slotline, the dispersion of microstrip line and slotline, frequency-dependant
skin-effect loss of the metal, and so on. It exhibits that the simulation tends to over
estimate the high-frequency components which are subject to larger attenuation due to
the electromagnetic effects.

The same structure is measured by HP 8510C. Fig. 5.10 shows the results of S,
related to frequency for both simulation and experiment. The Gaussian pulse is used
as the excitation for numerical simulation. Both time-domain and frequency-domain
measurements show the same results. The first peak is 7M;y mode at 0.9 GHz, the
second peak is TM,y at 1.8 GHz, the slotline mode appears at 2.4GHz and the third
peak is TM;, at 2.6 GHz.

Fig. 5.11 shows the simulation results of TDT signals on port 2 versus the
different widths of slot. The peak-to-peak voltages are 48 mV, 52 mV, and 58 mV
with respect to slot widths: 0.3 mm, 0.6 mm, and 0.9 mm. The larger the slot width,
the higher the TDT voltage level.
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5.5 Summary

A new modeling scheme is proposed in this chapter to simulate the signal
integrity issues due to signal lines flowing above split power and ground planes. The
slot on the split planes is treated as a transmission line, and through slot the energy in
the signal line can be coupled to cause ground bounce in the parallel-plate region and
vice versa. The contributions of the coupling can be cast into the transmission lines as
equivalent sources so that the composite effects of reflection, ground bounce, and
signal coupling can be simulated very efficiently in the time domain by combining
one-dimensional transmission line and two-dimensional FDTD analyses. Simulation
and measurement are performed to characterize the slot-induced ground bounce.

Although ground bounce caused by a single slot coupling is only about 5% of
input signal, the effects cannot be ignored as multi-trace signal flows through the slot
simultaneously. Both simulation and experiment show that the slot induced bounce
may result in significant coupled noise on distant quiet signal line with peak-to-peak

noise voltage exceeding 15% of the input signal level.
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Fig. 5.1 A simple multi-layered structure with split power plane.
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Fig. 5.2 Equivalent circuits at cross-junction for (a) microstrip line and (b) slotline.

54



L A= (ZO + %)Ax

Fig. 5.3 FDTD mesh inclusive of slotline. Here, E,(i,;) is a short-hand notation for

E,(iA,,iA ,t) and similarly for Hy, H,, and H,.
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slotline (middle figure), and ground bounce near slotline (lower figure).
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Fig. 5.7 A test PCB used for experiment and simulation to depict the slot-induced

ground bounce: (a) top view and (b) side view.
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Fig. 5.8 Measured and simulated waveforms of the TDR signal on port 1 and TDT

signals on port 2 for the test setup in Fig. 5.7.
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Chapter 6

Hybrid TIE/FDTD Method for Open Boundary

Coupling between Isolation Islands

6.1 Introduction

In multi-layer structures, the signal crossing the slot will excite the parallel plate
modes which exhibit as ground bounce between the power and ground planes. Mode
conversion happens among microstrip mode, slotline mode, and the parallel plate
mode. In the previous chapter, an efficient model based on equivalent circuits and
two-dimensional FDTD analysis has been successfully established to simulate this
complicated mode conversion mechanism.

In addition to slots, there are many vias between two parallel plates to serve for
the signal and/or power transmission in the vertical direction. Extensive studies have
been presented in the literature and most of them focus on the ground bounce excited
and coupled due to the presence of the vias. In light of the narrow separation between
the parallel plates, an efficient approach based on two-dimensional FDTD method is
possible for practical problems of thousands of vias [52]

In reality, the power and ground planes in PCBs must be finite in size. The edges
of the finite-size plate will not only cause signal reflection but also radiation. It can
serve as EMI source as well as receptor. For structures with isolated power islands,
the coupling among the edges may become a major source of noise and should be
taken into account. As a result, mode coupling and conversion in terms of parallel
plate mode will happen among discontinuities of vias, slots in split plane, and edges
of the finite-size plates [22]

The complicated mode conversion mechanism has been investigated using the
three-dimensional FDTD method [22]-[24]. However, the packaging structures
usually include elements of drastically different scales, say, the microstrip and slotline
are usually very narrow as compared with the parallel plate. The FDTD method is
usually incapable of accurately modelling the structure details and if so, will need
long computation time and large computer memory. On the other hand, structures of
different scales could be modelled much more powerfully by integral-equation based
methods, like MPIE [51] and PEEC [55], [56]. However, modeling of the finite-size
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plates in PEEC calls for a great number of unknowns associated with a full matrix,
which will easily exhaust the available computer resources. Both methods, although
flexible and general, still find difficulty in dealing with practical packaging structures.

In a PCB, the electric field between ground/power planes is uniform in the
longitudinal direction except near the edge due to the fringing effects. A more
efficient approach should be based on two-dimensional FDTD [52]. However, such an
approach usually puts perfect magnetic conductor (PMC) on the edge and neglects the
radiation effects. A new efficient analysis scheme is proposed in this chapter. It
hybridizes the two-dimensional FDTD method for the ground bounce propagation
between parallel plates and the time-domain equivalent circuits for electromagnetic
wave radiation/coupling due to the edges of the finite plates. The FDTD and edge
opening simulations can be performed separately and linked together at each
computation time step. The effects of the open edges along the boundary on signal

propagation are thus characterized.

6.2 Hybrid TIE/FDTD Method

6.2.1 Equivalent problems

Fig. 6.1(a) shows a typical PCB structure with separated power planes of finite
size. The ground plane is much larger in size and assumed to be infinite in this paper.
Due to the wave leakage from the aperture opening along the boundary, there will be
some coupling between the two power islands. It is desired to derive an efficient
formulation directly applicable for the time domain analysis.

The problem can be decomposed into an interior open circuit problem and an
exterior short circuit problem shown in Fig. 6.1(b) and 6.1(c), respectively. Let §
denote the position vector on the boundary surface. In the interior problem, the
parallel plates are assumed to be ideally open at the boundary but with the impressed

surface current density J L(8,0)=-nx H(5,t) where 7 is the unit outwards normal

vector and H(5,) is the magnetic field intensity on the boundary surface.

In the exterior problem, the aperture is assumed to be short-circuited but with an
equivalent voltage source ¥V (5,t). The voltage is directly related to the electric field

on the plate boundary by V(s,t)=-d-E,(5,t). Let the resultant magnetic field

intensity along the boundary be H°(5,7). The surface current density flowing across
the shorted aperture can be given by J(5,¢) =7 x H*(5,t) as shown in Fig. 6.1(c).
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According to the field continuity between H(s5,t) and H °(s,t) , the surface

currents in the interior and exterior problems require J (5 )+ J(5,)=0. In other

words, the total current flow across the aperture is zero, which justifies the

equivalence between the original and the equivalent problems.
6.2.2 Interior open-circuit problem

Consider the problem in Fig. 6.1(b). In common cases that d is much smaller
than the wavelength and the size of the plate, it is reasonable to assume that the
electric field between the parallel plates contains £, (x,y,f) component only. In

reality, the ground bounce between the parallel plates is measured by

Vix,y,t)=—-d - E (x,y,t) (6.1)

The surface current density on the upper plane J(x,y,s) is related to the magnetic
field intensity between the two plates by

J(x,y,0) = -2 x H(x, y,1) (6.2)

Note that the current density on the lower plane is - J(x, y,¢).

From the Maxwell equation between the electric and magnetic fields, it is not
difficult to derive the relation between the voltage and surface current density.

Without loss of generality, assume the plate is rectangular and divided into N, -N,

small cells of size A, xA . The relation can be more physically written in terms of

the equivalent LC network [57] as shown in Fig. 6.2. The capacitance and inductance

in the network are given by

8A1A x IUdAx ,UdA 4
Crpmp = ’__d_y‘ > Lipm = T; Lipmp = T‘y‘ (6.3)

y X

For the nodal voltages along the boundary, the impressed current source should
be accounted for to model the electromagnetic coupling and/or radiation from the

open edge. They satisfy the following form

d = inc nd
KC rprp EV(SJ) = Lprp (1) _[g(s’t) (6.4)
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Here, x is the area fill factor. The value is « =7 for the node along the “straight”
part of the boundary, while x =1 for the node at the corner. The term I/, ()

denotes sum of the current in the interior problem injected to the node. Say, for the

node s =(x, ,y,)on the right side of the boundary shown in Fig. 6.2,
[II:DCTD(Z) = IX(XNX__;:)’,-J) +[y(xNx 9yj__;:t)_ ]y(xNx :yj+%>t) (65)

The impressed current 7, (5,t)=~— J'j  (5,1)-2ds is available from the exterior
problem and should be accounted for when updating the voltage at the boundary.
6.2.3 exterior short circuit problem

The voltage across the aperture along the plate boundary can be treated as an

equivalent magnetic current density

M=Exn=-Y80; (6.6)
d

where § denotes the unit vector tangential to the boundary counter-clockwise. In
common cases, the separation d between the two plates is very small and can be
neglected. It is a good approximation to model the problem as the excited field by the
magnetic current source on a planar ground plane. If the ground plane is large enough
to apply image theory, the ground plane can be replaced by doubling the magnetic
current, which is illustrated in Fig. 6.3.

To facilitate the derivation, it is easier to employ the time-harmonic analysis. All
the variables in the following two sections are expressed in terms of the phasor
notation. The scattered magnetic field on the aperture due to the magnetic current can
be expressed as [57]
_VV.-F+k’F
oy
where the magnetic vector potential

H* =—V¥ — jweF (6.7)

F(35) = jr G(5 - 5')M (5")ds’ (6.8)

o~
in which G(R)=
27R

is the free space Green’s function in the presence of the

ground plane, £ is the free space wave number, and I' denotes the boundary surface.
In (6.7), the magnetic scalar potential ¥ is introduced as the dual of electric

potential. After some algebraic simplification, it can be expressed as
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¥(5) :% [r G(5-5)p, ()ds’ (6.9)

where p_ can be called surface magnetic charge density by duality and is defined by

1

j—va(f) (6.10)

P, (5)=~

The derivation to (6.9) is possible since G is a function of [5 -5 ” only and the
vector identity
[(v-Gwids' = [(-v'-GWias" =~ [ V' (GM }f5" + [GV'-Md5" (6.11)

where V' means the del operator acting on the primed coordinate s'. It is obvious
that the first term in the RHS of (6.11) is zero since either I'is a close surface or

M =0 atthe end.
The surface current density across the aperture from the exterior problem will be

Ax H*(5). Since the total current flows across the aperture should be zero, the

integral equation governing the impressed surface current density J ,(s) In the
interior problem and the voltage source ¥ (s) in the exterior problem is given by

J () +AaxH (5)=0 (6.12)
Note that H°(5) isrelated to ¥ (5) by (6.7), (6.8), (6.9), and (6.10).

6.2.4 Moment method solution

Assume that the magnetic currents is expressed as

M(5)=YV(5,)B,(5) (6.13)

where Ej(i') is the roof-top basis on the arca of cells Ce , and Ce , as

illustrated in Fig. 6.4. The surface magnetic charge density by (6.10) becomes
pu(3)= A, )M, 1 (5) | (6.14)

Here, I1 ,(5) is a pulse basis, being 1/(d-fs

J+l -

s j‘) on the cell Cej+l and zero

elsewhere. A(5) denotes the magnetic flux over this cell and is related to the voltage
by

JOAG, )=V, G~V G u) (6.15)
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Choosing the same basis functions (6.13) as the weighting function, the integral
equation (6.12) yields to

1,G5)= L J,(5)-Aix B,(5)d5 = —L H*(5)- B,(5)ds (6.16)

The RHS in (6.16) contains the contributions from two terms. For the contribution of

magnetic scalar potential, it is not difficult to show that

~J;E,A~V‘Pd§:—£v-(\}‘§i):l§+_L‘PV-EidE: [ ¥V Bas

l -~ — — == !
=;Zz<s,+%>{ [ m.®-] Hi+l<s)} [ G(5-3)11,,,(5"ds'ds
;i l._% 2 ,+% 2 8}% 2

(6.17)

As a result, (6.16) becomes
1) = Z( s —Ll‘_vﬁ”ﬁ(s )+]a)ZC V() (6.18)

in which
Ll E~L L — (5

& (6.19)

=g J:
6.2.5 Time domain integral equation

Physically, C,, denotes the capacitive coupling between branch voltages

iJ

V(s;) and V(s), C, is the self-capacitance, L , ., denotes the mutual

2772

inductance between cells Ce, , and Ce,. and L, . isthe self inductance of the
2 2

2772

cell Ce,, . Due to the phase retardation term e =e /%, the effect of C,; in
2

+ .

5, =5, ' earlier, and similarly for L+

the time domain happens at LR, =¢[§
Hence from (6.18), the time domain relation between 7, (Eil, t) and V(s,,t) is given

by
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[g (Si ’t) = Z Li+%,j+-;/1(sj+'; T —C-Ri+%,j+ ) Lz—v J+—/1( j+l ! c Ri‘%,j+% )
J

d _ (.
+;Ci’jEV(sj,t—%Ru)

(6.20)

where C,  and L:, . are the dc-values obtained from (6.19) with k=0. By

ELVAN

(6.15), the magnetic flux )L(§j+l,t) satisfies

d ., -
EMS”%’I): V(s 0)=V(5,,,1) (6.21)
By substituting (6.20) into (6.4), the equivalent circuit for the nodes along the
boundary can be obtained and illustrated in Fig. 6.5. The desired updating equation is

dv(s,,t
(5,.1) [.ZETD _Li

(KCFDTD + Ci,i) dt il

W AGLDF L AG 1T —1¢]

(6.22)

where the terms in the bracket consist of the earlier contributions and are given by

1‘. = 1+ j+ /I(S 1, _CS1+‘—§j+l)
J#i
O NANPICREE IS ) (6.23)
j;ﬁl /72 2 2
:Zc,.JZV@,z- 5, -5

J#i

6.2.6 Time marching scheme
The time-marching scheme can be described as follows:

Step 1) Start from the voltage ¥"'(5,) the magnetic flux A (5,.,) foralli

- o
and the voltage V75!, and current [,,:, in the interior problem. Here,

the superscript denotes the time step.
Step 2) Update the voltage V., in the interior problem from ¥,p;, and

I ;;%TD by employing Ampere’s law. Note that the voltage V"(5;) along

boundary has yet to be determined since the Ampere’s law is not

applicable there.

Step 3) Update the voltage V" (5,) by (6.22).
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Step 4) Update the magnetic flux P (5,.,) from A (5,.) and V'(5,) by
(6.21).
Step 5) Update currents 7/, from V pom » and current 55, by employing

Faraday’s law.
It is worthy mentioning that steps 2) and 5) in the updating equations for
voltage and current inside the FDTD unit cell are exactly the same as those in the
conventional 2D-FDTD.

6.3 Numerical Examples

A patch antenna with infinite ground plane is used to test the present
methodology. As shown in Fig. 6.6, the size of patch is 1.8cmx2.4cm, with the
dielectric constant ¢, =2.33, and substrate thickness d = lmm. In numerical
simulation, the grid size of FDTD is A =0.5mm. The total simulation region is
divided into 36x48 cells along x and y directions, respectively. The signal voltage
source 1s a Gaussian pulse generator
t—t,

o

V,(6) = exp[-(—")’] (6.24)

in series with an internal resistance of 50 ohm and is incident at 7 =( 4mm, 12mm ).
The parameters of Gaussian pulse are At =1ps, t, =50A¢t, o =10At.
From the simulated waveform at 7, the input impedance to the patch structure

Z (w) is calculated by

FV(%,0)]
Z,(w,z) = ——2=. 6.25
= FLi0) (62
Hence, S,, can be calculated by
8,1 () = 242 =20 (6.26)
Z(w)+50

Figure 6.7 compares the results simulated by the present method and IE3D.
The first null occurs at 5.3 GHz for the present method and 5.22 GHz for IE3D. It is
found that the results by both methods are in good agreement. However, the null
frequency of the present method is slightly higher than that predicted by IE3D, since
the present method assumes that the magnetic current along the open boundary
radiates in free space. The real relative permittivity &, should be higher than one due

to the presence of substrate.
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6.4 Experimental Validation

A four-layer PCB of two isolation power islands is fabricated to investigate the
coupled noise between islands. As shown in Fig. 6.8, the two power islands are of size
2.5cmx 3cm and separated by 1mm, while the substrate is of thickness d=1.2mm,
and dielectric constant &, = 4.2 . The whole structure is symmetric.

In the experiment, a ramped step pulse of about 100ps rise time is used as the
excitation on port 1. The TDR and TDT signals at ports 1 and 2, respectively, are
measured by Tektronix 11801C. Since there are no vias nor transmission lines
between these two power islands, the measured signal at port 2, if any, could be
contributed to the coupling of the open boundary.

In numerical simulation, the measured input waveform is used as the excitation
signal. The total simulation region is divided into 61 x 25 cells with grid size
A =1mm along x and y directions, respectively. Noting that the power plane for this
structure is embedded into the dielectric, the relative permittivity for the exterior
problem is chosen as &, =4.2. A better value should be somewhat lower than 4.2,
since the material is not distributed in the whole space. The simulation is performed to
8000 time steps with Az = 1ps to get a frequency resolution of 0.125GHz.

Figures 6.9(a) and (b) show the results at TDR and TDT ports, respectively.
These curves denote the results obtained by simulation with radiation and PMC
boundary, and experiment. They exhibit different RC time constants at the TDR port.
The value is close to 1162ps for the case of PMC boundary. This can be justified since

the capacitance is calculated to be C =5§z 23.24pF by parallel-plate formula,

and the resistance R=50ohm. The RC time constant will be larger in the present
method, since the fringing effect enlarges the effective area of patch. It is noted from
the figure that the RC time constant of experiment is even longer, which might be
contributed to some additional loss of measurement system and PCB conductor and
dielectric.

At the TDT port, the conventional method, which assumes PMC boundary fails
to predict any coupled noise. In the present case that the step voltage of the signal is
0.25 volts, the coupling noise level at port 2 is measured to be 4mV as opposed to
5.3mV by the present simulation method. In other words, the generated coupled noise
between isolation islands for the present case may achieve about 2% of the input level.
The over-estimation in the simulation result can be contributed to the negligence of
the loss by the substrate, conductor, and radiation.

Figure 6.10 shows the power spectrum density of the TDT signal obtained by the

measurement and the present method. Also shown for comparison are the results by
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frequency domain full wave solver IE3D, for which the power spectrum density 1s
calculated by the multiplication of S, and power spectrum density of input
waveform. Both the present simulation and IE3D are executed on the same computer
with CPU of Pentium III 1GHz. The present method needs 450 seconds to calculate
the response. Based on the same gridding and the same frequency resolution, IE3D
needs 33062 seconds to complete the simulation, almost 74 times longer. In addition,
it can be seen from the figure that the results predicted by IE3D deviate from the
measured data much more significantly than those by the present simulation method.

There are some peaks to signify the various resonance modes in Fig. 6.10. Since
the position of excitation is located at the symmetric line of the short edge, the first
two peaks correspond to TM,, and TM,, modes and should occur at 2.375GHz
and 4.714GHz, respectively. The agreement between measurement and simulation
demonstrates the accuracy of the present method. The frequency of the peak coupling
noise 1s a little bit lower than the measurement, which may be partly contributed to
using ¢, =4.2 for the exterior problem.

6.5 Summary

A new methodology is presented to simulate the signal integrity issues between
isolation islands due to radiation coupling from the power plane boundary. The
methodology can be cast into two-dimensional FDTD to analyze the radiation
problems of PCB. Favorable agreement between numerical and experimental results
has demonstrated the accuracy of this method. Although the coupled noise caused by
radiation is less than 2%, the effects may severely deteriorate the signal integrity of

other islands at some resonant frequencies.
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Fig. 6.1 A typical PCB structures with separated poser islands. (a) Original problem,

(b) interior open-circuit problem, and (c) exterior-short circuit problem.
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Fig. 6.2 Equivalent LC network for interior problem.

L (ELH)
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OM: M =Exh

Fig. 6.3 Equivalent magnetic current source and resultant electromagnetic field for

exterior problem.,
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Fig. 6.4 (a) Grid meshing for the structure and node voltage V(S;), (b) roof-top

basis for magnetic current, and (c) pulse basis for magnetic flux across the

aperture.
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Fig. 6.5 Equivalent circuit for updating the node voltage at boundary.
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Fig. 6.6 A patch antenna of infinite ground plane used for simulation.
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Fig. 6.7 simulated results for S, by the present method and a frequency domain full

wave solver IE3D.
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Fig. 6.8 A test PCB of isolation power plane used for experiment and simulation. (a)

Top view, (b) side view, and (c) thickness of the substrate and metal plane.
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Fig. 6.9 Measured and simulated waveforms of (a) TDR signal at port 1 and (b) TDT

signal at port 2.
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Chapter 7

Visualization for Simulation Results

7.1 Introduction

Visualization systems provide a good interface between computers and users.
Visualization of numerical results, such as the mesh grid in FE/FDTD method
(pre-processing) and the field distribution in printed circuits (post-processing), can not
only help the programmers in debugging during the development of the program, but
also help the users have a physical insight of electromagnetic phenomenon. Many
physical parameters are invisible and hard to measure, e.g. electric currents and fields.
However, they can be numerically computed and present with visualization tools.
More understanding on physical mechanism will thus be obtained.

One salient feature of FDTD method is the capability of simulating the field
distribution as a function of time. Therefore it is one of the most popular schemes
incorporated with the graphic interface to display the behavior of electromagnetic
wave. Two kinds of visualization systems will be described in this chapter. One is the
employment of the web-based visualization system, and the other is to present the

simulation results by commercial software.

7.2 Web-Based Visualization System

Web-based visualization tool has been widely applied for various areas of
science since the popularization of networks. The solver is put on the remote
high-performance computer, and the calculated data is then visualized on the client
via web-based communication tools. Although popular in science, only few
visualization tools for electromagnetic simulation are developed.

A web-based visualization tool has been recently developed by National Center
for High-Performance Computing (NCHC). It can be incorporated with the extended
FDTD method to aid the visualization. This tool contains three parts: Visualization
Client (client), Server, and Computation Solver (solver) as displayed in Fig. 7.1 [58].
A researcher may use the Java coded Problem-Solving Environment (PSE) to interact
with the system from the client. The Server forwards data and communicates between

the client and the solver. The communication between the client and the server is
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established via Socket(TCP/IP, standing for Transmission Control Protocol/Internet
Protocol), while the communication between the server and the solver is achieved by
Parallel Virtual Machine (PVM). In running time, the solver sends simulation results
to the server then the server forwards it back to the client for the visualization to the
corresponding results. Once the web-based visualization system is set up, the
researcher only need to create the EM solver and input file to fit their needs.

To demonstrate the performance of the present visualization system, the
extended FDTD method is applied to simulate the electromagnetic scattering of
two-dimensional circular dielectric object for TM case. A circular cylinder of
dielectric constant €= 4 and radius of 10A is normally illuminated by a Gaussian
pulse of three-sigma pulse width 20 A along +X direction. The visualization region is
displayed in Fig. 7.2. The solver code is properly inserted with some PVM codes and
executed on the sp2 in NCHC. The server is also located in NCHC which transfers the
data from the sp2 to the local client for visualization. The client is the notebook with
Pentium 233.

Fig. 7.3 to Fig. 7.9 show the E, field surface plot and the A field vector plot for
the region as shown in Fig. 7.2 at some specified time steps. Fig. 7.3 shows the peak
of the Gaussian pulse is approaching the boundary of the circular cylinder on point A
at time step 100. The plane wave is slightly deformed along the boundary of the
circular cylinder. Fig. 7.4 shows the peak of the Gaussian pulse hit the other boundary
of the circular cylinder on point D at time step 160. The shape of the pulse is strongly
deformed and confined inside the circular cylinder. Fig. 7.5 shows the pulse interacts
with the boundary with opposite phase on point D at time step 200. Fig. 7.6 shows the
pulse is separated into two small pulses and reflected back to the point B and point C
along the boundary of the circular cylinder at time step 240. Fig. 7.7 shows these two
small pulses collide on the boundary of the circular cylinder on the point A at time
step 280. Fig. 7.8 and Fig. 7.9 show the pulse reflected back to point D via point B
and point C with the same route at time step 320 and 360, respectively. For successive
process, the behavior of the pulse inside the circular cylinder repeats in the same way
as aforementioned process from Fig. 7.5 to Fig. 7.9, meanwhile the peak of the pulse
gradually decay as marching. It is observed that the pulse takes about 160 times steps
to complete one round trip which may be treated as the period of the pulse inside the
circular cylinder. From the computer animation, we may also realize how the
amplitude and the phase change. Here, the numerical results have been successfully
visualized by incorporated with the technique of the distributed computing.
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7.3 Visualization with Commercial Software

A simple way for visualization of numerical results by the commercial software,
MATFOR (AnCAD, Inc), is described in this session. MATFOR is a numerical and
visualization library based on FORTRAN 90/95 [59]. With a few additional
instruction lines, a FORTRAN program can be corporate with MATFOR for
animation.

The case for isolation islands that is described in the previous chapter is used as
an example for animation. Fig. 7.10 is the structure of the isolation islands, and Fig.
7.11 to Fig. 7.16 show surface plot and contour plot of £, field between planes. In the
beginning, a Gaussian pulse is excited underneath one of the island, and then coupled
to the other. From the animation, it is obvious that the coupling is through the two

nearest edges between the two islands.

7.4 Summary

Two kinds of visualization system are introduced. One is web-based and the
other is with commercial software. With the help of the fields visualization, the
researchers can have deep understanding about the physical mechanism of the

electromagnetic phenomena.
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Fig. 7.1 The web-based visualization system.
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Fig. 7.10 Isolation islands used for visualization.
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Fig. 7.11 (a) The E,_ field surface plot and (b) contour plot at time step 100.

95



<S>

{

LIS,
oSSO0
RIS
S e e
S Tt
SITRRIINE SIS ST
TSSO .“‘." SO
e e T L . S N D e BTN
e R S S S T A IS IS ITORC OISR,
D Y a Y L a P S oo a S O N
I e S e T e Y S e e S N e o
RS S o S S, 0 e R S R RO
N e O S Y e e e S e T ST T IS e Ve e
B S T S S At o S S T I oS b B T O g
R N T n S e e
R S S S A S IR S IR S ITE TR TOTISTIN
B S S R eSS R e S e S T et
SRS TSRS CIT I ACEITEITHITILEIRESTS
AT S SISO T LI EITI S DI EITR T2
R S e 2R S e SRS TR ITIRCOICISCICTEIC IS
B A S O S S e T P e S St e S S a et
RS S ISR S O S DT L TSI RS,
B T N Y S S e D B B g P M P S S
e e e S T Y et L W e S e >,
R N e e R e
N S N e S S T A Tt WY AR R K
S O RSSO oo s %
% s‘s‘otoo‘ v'
%a»::;’.:‘:%:.s:::;’ﬁ\‘ \ ’ ""'l
< OS> o,
SEREEEAN 0,
S e e et AN ')
RIS IS \ XNV A 2>
QRGPS UK N 2\
S, ,.\\ S K % A,
TN 3263995, LN
X7 2o RS i lr\
o N
)

(b)

Fig. 7.12 (a) The E, field surface plot and (b) contour plot at time step 150.
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(b)

Fig. 7.15 (a) The E, field surface plot and (b) contour plot at time step 300.
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Fig. 7.16 (a) The E, field surface plot and (b) contour plot at time step 500.
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Chapter 8

Conclusions

The prism-gridded FEM is proposed and has been successfully incorporated with
conventional FDTD method to deal with planar circuits with transversely curved
boundary. This approach has been applied to characterize problems such as vias in
packaging interconnections and transition between different transmission lines. In
essence, it can also be generalized to deal with various structures such as planar
circuits, waveguides with step transition and whatever can be longitudinally divided
into several building layers. Owing to the flexibility provided by FEM, the present
scheme can easily model structures with objects of arbitrary aspect ratio in shape
which is hard of access by conventional FDTD.

The additional computational load of the present method in comparison with the
conventional FDTD method has been analyzed both theoretically and numerically. In
theory, the overhead of FEM in memory and CPU time requirement is inversely
proportional to the division number per direction Ny and thus negligible for fine mesh.
In practice, simulation results depicts that the present method remains very efficient
with computational overhead smaller 15% for most applications.

The hybrid FE/FDTD method suffers from the late-time instability. The
mechanism of this instability is found to be the field imbalance in FEM and FDTD
region duec to the inconsistent bases for FEM and FDTD methods. A novel finite
element basis to circumvent this problem is therefore proposed. It is the perfect match
in not only the mesh but also the field basis that totally eliminate the numerical
instability due to the interface of the two time-domain analyses. The basis has been
successfully applied to deal with two-dimensional scattering problems of dielectric
cylinders, and its generalization to three-dimensional problems deserves further study.

The two-dimensional FDTD method is also applied in analyzing the
electromagnetic problems of high-speed circuit. With a newly derived thin-slot
formalism, the fields around the slot are analytically solved to prevent the increase of
FDTD mesh due to the thin structure. The efficiency and the practicability of FDTD
method can then be improved. The method has been applied to transmission lines
involving thin slots, and the numerical results are compared with those by traditional
FDTD method and other thin-slot formalisms. It is verified that the proposed method

is easy to implement, numerically efficient and accurate. Although only the case of
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thin-slot structures is studied, the same idea can be applied to other thin structures
analyzed by FDTD method.

A new modeling approach is also proposed in the application of signal integrity
issues in nowadays’ PCB. In a simple multi-layered structure with split power plane,
the signal line and slot are analyzed by the corresponding telegrapher’s equations, and
the region between the power plane and ground plane is analyzed by two-dimensional
FDTD method. The ground bounce due to the coupling from a single slot is simulated
and measured. Both show that the induced electromagnetic wave may result in
significant coupled noise on distant quiet signal and may not be ignored.

To analyze the signal integrity issues between isolation islands due to the
radiation coupling from the edges, a novel method that combines two-dimensional
FDTD and time-domain integral equation is proposed. Favorable agreement between
numerical and experimental results has demonstrated the accuracy of this method.
Although the coupled noise caused by radiation is less than 2%, the effects may
severely deteriorate the signal integrity of other islands at some resonant frequencies.

Finally, the visualization of electromagnetic fields distribution is demonstrated.
With the help of either web-based visualization environment or the commercial
visualization tool, numerical results, such as the fields distribution, can be graphically
present to the user. The visualization system can provide researchers with easier and
more intuitive way in understanding the complicated phenomena of the

electromagnetic wave.
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Abstract

A novel methad is proposed to take into account radiation effects due 1o the open boundary of PCB on
ground bounce between isolated power/ground planes by the 2D-FDTD method hybridized with
integral equation formulation for the exterior field. An efficient simulation procedure is established by
casting equivalent inductances and capacitances with phase retardation into 2D-FDTD. Simulation
results for the radiation effects due to open boundary or among isolated power/ground planes are
presented and validated by measured data.

1 Introduction

Isolated power or ground areas, so called voltage “islands”, are commonly used in PCB to distribute
multiple power sources or separate noisy circuit areas. Conventionally, investigation of signal integrity
issues at split ground and power planes should be resorted to three-dimensional FDTD method [1]. A lot
of computer memory and CPU time is required to perform the simulation. In a PCB, the electric field
between ground/power planes is uniform in the longitudinal direction except near the edge due to the
fringing effects. A more efficient approach should be based on 2D-FDTD. However, such an approach
usually puts perfect magnetic conductor (PMC) on the edge and neglects the radiation effects. A
radiation boundary condition suitable for 2D-FDTD has never been proposed before in the literature.

In this paper, a new radiation boundary suitable for 2D-FDTD is developed to solve the signal
integrity issues between isolation islands. Through comparison between simulated and measured data, it
has been proven to be accurate and efficient.

2 Theory

Consider a patch shown in Fig. 1 in which the ground plane is infinite. The field outside the patch

can be expressed by putting equivalent magnetic source M = E x n along the edge of the patch. If the
ground plane is large enough to apply image theory, the ground plane can be replaced by doubling the
magnetic current, which is illustrated in Fig. 2. The scattering magnetic field outside the patch due to the
magnetic current can be expressed as

H" - VV'F+k2F

- m
jou

I~ e-jkk Vit ’ .

F= jr = 2M(F)dF )

where R is the distance between field and source points, k is propagation constant, Fis magnetic vector
potential, and I presents the surface along the edge.

Assume that M (7') is modeled by roof-top bases, as illustrated in Fig. 3. The magnetic currents
can be expressed as

MF)=YV,B,(F) @)
J

This work was jointly supported under the Grants 89-E-Fa06-2 by Ministry of Education, and NSC 89-2213
E002-197 by National Science council, Republic of China.
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where E,(F') is the roof-top basis on the area of cells Cej_l and Cehl as illustrated in Fig. 4, and the
2 H

corresponding unknown coefficient ¥, denotes the voltage at the branch .S ;e
After some deduction of mathematics, an equivalent circuit model can be obtained. Figure 5 shows
the equivalent circuit for updating the voltage at branch ;. The equivalent circuit equations for this

method is given by

dav, me  ye .y
(CFDrD*‘CII)_‘i'IL:]/I =17 +1 _Ilg_Il,l+l+Il-l.l (5)

_/kR .
where C, = [ [ %—EB,(?')-BJ.(F’)dF’dF , and

¥
is

(=

. _ _ i+<},j+% - " )
Ir= ZIH—;,/'+-,L Ty S+
Jei Ry
- T =¥
L -4 "Ei
(N )
"= =y =zl
1’ = Zli-§,j—li = Z ! 1/-1-/
il 7 ki
7,5,
£ d ("bc_l)
If = 3 jaC,V, = 2 Cu =V,
yidi i

The governing equation for ],_,.4,l is
L ——A =
it f+y It Li+l

V=V (6)

~JkR

- . €
where L,+;,/+§ is the average of

TR over cells Ce,‘% and Ceﬁ%.

The physical meaning of coupling capacitance C/, is the capacitive coupling from branch voltage

14 | to branch voltage V,, C

ii

is the self-capacitance for the branch ¥, and L, , is the self-inductance
FIan ]

. : -1 ‘E/ - E_,- :
at cell Cehzl. In time domain, the effects of C,/ and L,,,%_,,,L happens at ‘c Ay time steps later,

2

due to the phase retardation term e’** , where 5, means the position vector at the center of S, .

3 Simulation Results

A structure of two isolation power islands is fabricated to investigate the coupling between islands.
As in Fig. 6, the separation of the two isolation is 1mm, the thickness of substrate is 1.2mm, and the
dielectric constant of substrate £, =4.2 . The whole structure is symmetric. There are no vias or
transmission lines between these two patches. The noise, if generated, could be contributed to the other
island.

In the experiment, a ramped step pulse of about amplitude 0.25 volts and rise time 100ps is used as
the excitation on port 1. The TDR and TDT signals at point | and 2, respectively, are measured by
Tektronix 11801C. The measured input waveform is used as the excitation signal in numerical
simulation. Figures 7 shows the results at TDR port by simulation and experiment. In the case of PMC
boundary, the RC time constant is found to be approximate 1162ps, if the capacitance is calculated from

patch area 4 and substrate thickness d by parallel-plate formula C = sg- = 23.24 pF , and the resistance

R is internal resistor of 50 ohm. The RC time constant is larger in the present method, since the fringing
effect enlarges the effective area of patch. It is noted from the figure that the RC time constant of
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experiment is even longer due to the loss of measurement system and PCB.

As for TDT shown in Fig. 8, the coupling noise level at port 2 is measured to be 4mV as compared
to the simulated value of 5.3mV by the present method. In other words, the generated coupled noise by
isolation islands in the present case may achieve about 2% of the input level. The over-estimation in the
simulated level can be contributed to the negligence of substrate and conductor loss.

Figure 9 shows the power spectrum density of the measured and simulated waveforms. Due to the
position of excitation, the first two peaks should occur at TM |, at 2.375GHz, and TM,, at 4.714GHz.

The agreement between measurement and simulation demonstrates the accuracy of the present method.
4 Conclusions

A new methodology is presented in this paper to simulate the signal integrity issues between
isolation islands due to radiation coupling. The methodology can be cast into 2D-FDTD to analyze the
radiation problems of PCB. Numerical and experimental results have both demonstrated the accuracy of
this method. Although the coupled noise caused by radiation is less than 2%, the effects may severely
deteriorate the signal integrity of other islands at some resonant frequencies.

5 References

[1] H.J. Liaw and H. Merkelo, “Signal integrity issues at split ground and power planes,” Proceedings
of 46" IEEE Electronic Components and Technology Conference, 1996, pp. 752 ~755.
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Abstract

The signal propagating along a microstrip line over a slot on the power plane will suffer from

composite effects of reflected noise by a discontinuity in signal return path and ground bounce
between power/ground planes. A new equivalent circuit mode! is proposed and simulations are
performed for a three-layer structure to characterize ground bounce coupling.

1 Introduction

In a multi-layer printed circuit board (PCB) or multi-chip module (MCM), it is common practice to cut a
slot in ground or power plane. For example, cutting a power plane into several areas provides multiple
power distribution. Another is an isolated power or ground plane area, called island, to isolate a noisy or
sensitive circuit from other circuits. However, signal lines have to cross the slots in order to
communicate between different areas. Hence incurred are two major signal integrity concerns; the
reflection due to the discontinuity in signal return path and the ground bounce which is the voltage
fluctuations between power and ground planes.

Traditionally considered to be mainly due to the electric current along vias, the ground bounce can be
caused as well by the equivalent magnetic current flowing through the slot on the power or ground
planes. As ground bounce noise generated either by other vias or slots in power/ground planes propagate
across the slots, it will in turn induce noise voltage on slot and then couple into signal lines. To
accurately model the propagation characteristics of signal traces over slot, the composite effects of signal
reflection and ground bounce must be taken into account in view of the increasing complexity of the
routing and the necessity of multiple power distribution.

The isolation of island has been discussed using the three-dimensional finite-difference time-domain
(FDTD) method [1], but signal lines are not inctuded and this method need long computation time and
large computer memory. In another point of view, the microstrip/slot coupled has been discussed using
transmission line mode! and mode conversion [2], but neglecting the presence of ground bounce between
power and ground planes. This paper proposed a new efficient analysis scheme which consists of the
two-dimensional FDTD method for the propagation of ground bounce, the transmission line theory for
the signal propagation along microstrip and slot line, and especially, an equivalent circuit for the
coupling between the ground bounce and signals along the slot. The 2D FDTD and transmission line
simulations can be performed separately and linked together at each computation time step. The effects
of the slot on signal propagation are thus characterized.

2 Theory and Circuit Modelling

Consider a multi-layer structure shown in Fig. 1 in which the power plane is cut with a finite slot. The
whole structure can be divided into two parts, region 1: the microstrip line and slotline, and region 2: the
parallel plates with a split on one plane. Since the separation between two meta] planes is typically much
smaller than the wavelength and the size of the planes, the fields between the two metal planes can be
assumed to be uniform along the vertical direction. Consequently, the electromagnetic fields between

SXThis work was jointly supported in part under the Grant 89-E-FA06-2 by Ministry of Education and under the
Grant 88-5-32 by AnCad Technology Inc.
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two metal planes are two-dimensional and consist of E_, #,,and A, only. They can be solved by the

two-dimensional FDTD method.

Microstrip line and slotline can be modelled as transmission lines. Given the propagation constant and
characteristic impedance, they are approximated by equivalent LC ladder circuits and _the signal
propagation is simulated by telegrapher’s equation using central difference discretization. Without loss

of generosity, assume that the slotline is positioned along x = (i, +$)Ax while the microstrip line is

along y = j,Ay.

At region 1, the equivalent circuit at the cross section of microstrip line and slotline is similar to that
described in (2], as shown in Fig. 2, i.e.,
3 . . ,
C D =V, (0x,8) = I (G- $)Ax, 1)~ L DAx,0) . (1a)

usuwp o psteip

L Al G+HAx) =V,

mswip ™ 5, pstip usrip

({8x,) =V oy (1 DA =V, (JBY, D)8, (1b)

Under the consideration of ground bounce coupling, the telegrapher’s equation for slotline can be written
as

d . . , ; .
Caa&V == Vo (JAV,2) = —H ((iy + )%, jAy,0)AY ~ 1,1, ((J + DAy, ) + 11, (j - DAY, D)

slot = a[
+1 Ax,t)8 (2a)

psrip (o

Jidu
) ) . .
Ly, by 5 L3 (G + A, 1) =V, (JAY, 1) =V (G + DAY, ) (2b)

Here, L, and C,, are the per-unit-length inductance and capacitance of slotline in the presence of

power/ground planes, 7, and ¥,

o are the current and voltage on slotline, and A, is the magnetic field

in y direction under slotline in the power/ground planes. Similar definitions hold for Ly s Croip »
I psip > and mep‘

At region 2, the FDTD mesh inclusive of slotline is shown in Fig. 3. The voltage on slotline will couple
into power/ground plane so that the updating for magnetic field in y direction must be rewritten as

ﬂa%h',((i +Ax, jAy, DAx d =[E, (i + DAx, jay,1) - E, (idx, jAy,0ld +V,, (jay,08,, (3)

The time marching can be briefly described as follows. The voltages Vi and ¥,

from 1y Loy, and H ) by (1a) and (2a). In the next half time step, /., /,,,and H ,can be
Viw»and E, with the help of (1b), (2b), and (3). Hence, the coupled effects

updated from me,
between slotline and power/ground planes is addressed. The composite effects of reflection and ground
bounce among the whole structure can be modelled.

can be updated

slot >

3 Simulation Results

Take the structure of a 10cm x 10cm PCB shown in Fig. I as an example,. The heights of signal
layer and power/ground planes are 635 (m and 150 um , respectively, and the dielectric constant

is both 9.7. The widths of microstrip line and slotline are 570 wn and 50 um | respectively, and

the length of slotline is 4cm. The signal voltage source is a Gaussian pulse generator in series
with an internal resistance of 50ohm. On the other end of the signal line is connected a matched
load. The top view of Fig. 1 is shown in Fig. 4.

90



The voltages at points A and B are monitored and the waveforms are shown in Fig. 5(a), while
the voltages at points a, b, and ¢ in Fig 5(b) and the ground bounce beneath slotline in Fig. 5(c).
In Fig. 5(b), as the voltage propagates along the slot, it decays continually due to the energy
coupling onto power/ground planes. At late time, the ground bounce that reflected by edge
couples into slotline and then causes small noise on microstrip line as shown in Fig. 5(a). Now,
the separation of power/ground planes is changed to 300 m and 500 um and voltage at point A
are shown in Fig. 6. As the separation increases, energy coupled into power/ground planes will
decrease and the noise on microstrip line will increase.

4 Conclusions

In this paper, a new model is proposed to simulate a signal line flowing above a split power or ground
plane. Although ground bounce caused by slot coupling is only 5% of input signal, the effects can not be
ignored as multi-trace signal flows through the slot simultaneously.
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