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# 2 & (Abstract)

Tomlinson-Harashima precoding is a technique for
eliminating intersymbol interference for the channel
with response known by the transmitter. By placing
equalizer at the transmitter side of the communication
system, the intersymbol interference can be
completely eliminated without noise enhancement.

Due to the feedback design of Tomlinson-Harashima

g o

(TH) precoding, the output amplitude is uniformly
distributed.
propose various designs so that the average power of

By observing this phenomenon, we

the output sequence of the TH precoding system can
be reduced.

Regarding the problem of reducing the average
output power of TH precoding system, there are a
few related research works, such as trellis shaping. In
this research, we propose to integrate error-correcting
codes and selective mapping methods including
multiple maximum-length sequences and multiple
interleavers, so as to obtain TH precoding systems
with low output power, high transmission rate and

high transmission reliability.

Keywords: Error-correcting Code » Tomlinson
-Harashima precoding - Intersymbol Interference,

pseudo-random sequence
= ~#Fenkd 82 p en(Goals)

Consider a communication sytem with

intersymbol interference (ISI). If the channel
response is known by the transmitter, the equalizer
can be placed at the transmitter side of the
communication system.  The resultant system is
the so-called Tomlinson-Harashima (TH) precoding

[1,2].

The transmitter of a one-dimensional TH

precoding is illustrated in Fig. 1. The equivalent
discrete-time channel response h(D) is assumed to

be known by the transmitter. The transmitter
generates a data sequence d(D) whose symbols



d, are in the PAM signal set A = {-(M -1),

“M=-3)...,-1, 1, ..., M-3, M-1}.

The transmitted symbol X, is the unique number

that satisfies the two constraints

L
X, =d,—> h;x_; modulo 2M ;

21

X, € (=M, M]

In other words, the transmitter finds the unique
integer Z, such that

L
x, =d, +2Mz, —Zhjxkfj

i1
is in the interval (—M,M].

In D-transform notation,

x(D) = d(D) + 2Mz(D) — x(D)[h(D) 1]

This reduces to

X(D) = d(D) + 2Mz(D)
h(D)
Let y(D)=d(D)+2Mz(D) . Then, y(D)

=X(D)h(D)+n(D) is a sequence of odd-integer
modified data symbols y, =d, +2Mz, . The

received signal is

r(D) = x(D)h(D) +n(D) = y(D) + n(D)
where each component n, in N(D) is a white
Gaussian noise sequence.

For a general channel response, h(D), the
transmitted symbol X, will be randomly distributed
(-M,M]. If
d(D) is precisely an i.i.d. sequence uniformly
distributed over (—M, M ], then sois X(D), with
regardless of h(D). If M is large, then d(D)

over the continuous interval

statistically approximates a continuous i.i.d uniform

sequence. Therefore, X(D) also statistically

approximates a continuous i..i.d. uniform sequence.

The average energy of a continuous i.i.d.
sequence uniformly distributed over (—M,M] is

MZ

SX
3

In [3], trellis shaping is used to reduce the
average of the TH precoding. In this research > we
propose to apply the selective mapping method using
pseudo-random sequences and multi-interleavers
integrated with turbo coding to reduce the average
power of TH precoding. The proposed methods has
the advantage over the trellis shaping in [3] for

moderate to high signal-to-noise ratios.
= ~F 3 3 & 2 % (Methods and
Results)

Trellis Shaping Method [3]:

Combined trellis shaping and TH precoding was
first proposed by Eyuboglu and Forney[3] in 1992.
The associated transmitter and receiver are shown in
Fig. 2 and Fig. 3 respectively. In trellis precoding,
the information sequence is mapped into a sequence
w(D) of two-dimensional signal points W,

in A%, which is then modified by subtracting a
sequence a(D) of two-dimensional signal points

a, in the precoding lattice A’ =MZ?. The

sequence Y(D) =w(D)—a(D) is the channel
output sequence.

r(D) = x(D)h(D) + n(D) = y(D) + n(D)

The received sequence is

= w(D)-a(D)+n(D)

The shaping decoder selects the shaping code
sequence C,(D) from C, and the precoding

lattice sequence a(D) to minimize the average

power of X(D). The minimization is obtained by

applying Viterbi algorithm (VA) to decoding the
trellis diagram of the shaping code C_. In VA, the



cumulative sums of the branch metrics are computed
by

2
|Xi|2 =

w, = > X (s)h; — &,

j=1

where the {hj} are the coefficients of h(D) .

The term in—j(s)hj represents “feedback”
i>1

based upon the path history X“7*(s) of the state S.

The term a, is the element in MZ? that

minimizes | X; |°.

For the signal mapper, the most significant bits
represented by z(D)are the sign bits (SB) for the |
and Q dimensions of the two-dimensional signal
constellation respectively as illustrated in Fig. 3.
The remaining bits called the less significant bits

(LSB) are mapped from the output of the turbo code.

Fig. 4 illustrates the receiver structure [3]. LSB
are decoded first. Then LLR of SB are computed

later.

In this research, we consider rate 1/2 turbo code,

for which its generator of its constituent
convolutional code is [37,21] and consider the
16QAM modulation with mixed labeling which is a
trade-off between the the Gray labeling and the
Ungerboeck labeling [4]. The ISI channel under

consideration has

h(D) =[1,0.75,0.25]

In every symbol interval, a turbo encoder G,
(ke =1)
(n, =2) two output bits by, and b, , which

accepts one bit, I, and produces

select one of the four coding subsets. The input bit
(r,=1) i, is “transformed” in an inverse

syndrome-former [10]

G, =[1+D?1+D+D?]

(H)" =[D1+D]

to obtain the 2-tuple initial label t, . This is modified
by a 2-tuple C,, from the shaping sequence

C, (D) € C,, selected by a Viterbi decoder, to
obtain the final label z, =t, @ C , which and the

coded bits Dy, and b,, are used to select a signal

point W, € A®.

The simulation results of turbo coded TH
precoded system using trellis shaping with block
length 1024 are shown in Fig. 5, which will be
compared with the results obtained from the original
turbo coded TH precoded system not using any
power reduction technique and the techniques

proposed in this research.

Selective Mapping Using Multiple

m-sequences with Side Information :

Although the trellis shaping technique can
significantly reduce the average power for TH
precoded transmission, the bit error rate (BER) of
trellis shaping is poorer than the original case for
high signal-to-noise ratio conditions. The reason is
although its LSB are protected by powerful turbo

coding, the SB are not protected at all.

Now we consider the selective mapping
technique with various m-sequences (maximum
length sequences) and side information to reduce
the average power, which was proposed in [5]. The
transmitter is shown in Fig. 6. For a rate 1/2 binary
turbo code of length 1024 bits, there are 503 message
bits represented by M and 9 side information bits,

S;. Each side information bits §; has a uniquely



corresponding 503-bit f;, which is obtained by

shortening the 511-bit m-sequence. The XOR result
of the message m and '[_I plus S; is encoded by

the turbo encoder to obtain 1024 code bits. Each
S; yields an average output power. The §; with

the lowest average power is selected for transmission.
In the receiver, the operations are :

1. After decoding, the data estimates at the output
of the decoder are obtained. Then, the side
information can be obtained through the data

estimates.

2. Using the side information, the m-sequence

which is added to the message bits can be regenerated.

Then the desired message bits could be easily

recovered by adding back the m-sequence.

We use 16-state 1/2-code-rate turbo code for
which the generator is [37,21]. We also use
Gray-mapped 16QAM modulation. The error

performance is shown in Fig. 5.

In this method, the cost we have to pay is the
increased complexity due to the searching for
m-sequence that minimizes the average transmitted
power and the code rate loss due to transmission of
side information.
mapping
information for reducing the average power.

In this research, we propose two

selective techniques not using side

Selective Mapping Using Multiple

Interleavers:

The transmitter is illustrated in Fig 7. There

are L Turbo encoders and each of them has an

interleaver which is different from others. We use
L=16.
The data sequences A, A,,---, A are

arranged in [Vo,vl,vo,vz,vo,vl,n-] order instead

of the order

Parity bits
of RSC1

Parity bits

Message bits of RSC2

This arrangement can increase the variety among
different patterns after TH precoding. Finally, we
shall transmit the data sequence which has the

smallest average power.

The receiver structure is shown in Fig. 8. Each
decoder-i is a Turbo decoder, which has its own
deterministic interleaver.  For iteration time less
than r, each turbo decoder processes its own iterative
decoding. At iteration r, we can decide which the

interleaver is actually used by the transmitter. ~ This

can be done by evaluating the sum of L,;(c,) at

the output of each decoder for i=1,---,L, and

choose the largest one of them. Then the decoder

with the largest sum of L.;(c,) continues to

process its MAP decoding

Simulation results implemented based on r = 3
are given in Fig. 5.  We can see that although only
16 candidates are used in the selective mapping
operation using multiple interleavers without side
information, the associated error performance is close
to that of selective mapping using m-sequences with

side information and 512 candidates.

Selective Mapping Using Multiple

m-sequences without Side Information :

The concept of this technique is similar to that of

mapping
Since varying the interleaver of a turbo coded TH

selective using multiple interleavers.
precoding system will only vary the parity part of the
second constituent convolutional code, we hope that
varying the m-sequences for XOR operations can
provide more variety of average power output and

hence can further reduce the average power.

We randomly choose L= 16 sequences from all



the possible m-sequences. In the rate 1/2 case, U
is the message for encoding. After turbo encoding,
V is the turbo codeword. Then, we do the “bit wise
XOR” operator on the binary sequence V with f;

which is the 1 th candidate (m-sequence). The

resultant sequence R =V ®t;is sent to the signal

mapper.  Finally, we select the sequence with

smallest power to transmit. The transmitter
structure is in Fig. 9. The receiver of selective
mapping using multiple m-sequences without side
information is similar to that of selective mapping
using multiple interleavers. The associated error
performances are shown in Fig. 5 and Fig. 10
respectively. We see that the selective mapping
using multiple m-sequences without side information
can provide a little advantage over the selective

mapping using multiple interleavers.

T~ 2% 2 3% (Concluding Remarks)

We propose two selective mapping methods
without side information to reduce the average
Tomlinson-Harashima

transmitted  power  of

precoding system. We find that the BER
performances of the proposed methods are better than
the well-known trellis shaping method. Compared
with the selective mapping with side information, the
proposed methods have the advantage of using fewer

candidates and higher coding rate.
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+ ~ W% (Figures and Tables)

Figure 1. The structure of TH precoding for ISI

channel.
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Figure 2. The transmitter of TH precoding using

trellis shaping.
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Figure 4. The receiver of TH precoding using

trellis shaping

16024AM Turbo Coded TH precoding
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Figure 5. BER of Trellis Shaping, selective
mapping using multiple m-sequences with side

information (SI), selective mapping uing multiple
interleavers, and selective mapping using multiple

m-sequences without side information.
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Figure 6. The transmitter of turbo coded TH
precoding system employing selective mapping using
multiple m-sequences with side information.
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Figure 7. The transmitter of turbo coded TH
precoding system employing selective mapping using

multiple interleavers.
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Figure 10. BER of turbo coded TH precoding
system employing selective mapping using multiple

m-sequences without side information (SI).



