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The next wave of the Internet
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Status of specified wireless networking
technologies

()2, TaY:

Bluek




IEEE 802.11 Market
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Generic 802.11 WLAN Architecture
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MAC Architecture
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Motivation
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Bandwidth management and QoS

d

IETF groups are working on proposals including RSVP,
Differentiated Services, and Integrated Services to
provide better QOS control in 1P networks
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Should we support these functionalities in..
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Delay in packet-switched networks

~ 8khbits _—o000km
" 10°bits/ sec 3" 10°m/sec
= 8microsec onds =16.6mili sec onds

; transmission
A@-_ \— propagation
_ (- L
s @b
nodal

processing queueing

(8" 10°+16.6” 10°*)” 10°/10° = 16000.608 packets



Issues in Mobile Terminal Design
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Basic Components

3 Priority Enforcement Mechanism for Request Access
collision

Packet classification

nsecutive times (i)

Types of requesis
(k. m, n)

Real-time handoff traffic 0-3
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Basic Components

O The Packet Transmit-permission Policy

Isolation + Call admission
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Basic Components

O The Adaptive Bandwidth Management Strategy
High resource utilization
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System Architecture
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Enforcing priority for RA

Too support priority, we change the backoff time generation function
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Backoff Alg. in Congested Scenarios
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Backoff Alg. in Noisy Channels
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Optimal contention window
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Packet scheduling policy in CFP
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Packet scheduling policy in CFP

1) The AP first scans the token buffers of voice sources according to the preset
priority order. 1T a token is found, it removes one from this token buffer and
polls this voice terminal. On receiving a poll the station transmits its packet
after a SIFS interval. Then, the AP generates the next token for this voice
source after 1/r.- (228FS+CFPoll +t,+ACK) second if the piggyback was set while
transmitting the packet.

2) 1T no tokens are found in the token buffers of voice sources, the AP continues
to scan the token buffers for video sources according to the preset priority
order. IT a token is found, it polls this video source. And it will not remove the
token if the piggyback was set while this video source transmit it packet. If the
piggyback was not set and it is not the last packet (End-of-File) either, the AP
removes the token, and then generates the next token for this video source
after N seconds

3) IT there is no token found in all token buffers, the AP will not know which, if any,
of the stations have packets to transmit, then, it can end the CFP by
transmitting a CF-End frame, and, for assuring the time constraint of admitted
real-time traffic, the AP shall announce the beginning of the next CFP interval
by observing the token buffer of highest priority among its polling list.




Admission Control for voice traffic
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the packets generated by new-call voice sources
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the packet generated by the i" source after the
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Admission Control for video traffic
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If 2% and d; £d, for all I, then the delay
constraints are satisfied for all the new-call video
sources. Furthermore, if d;-h, £d, - p, for i" source
which is handoff from other cells, then the packet
generated by the j" source after handoff meets its
delay constraint.



Minimized Ave. Waliting Time

O Suppose N, voice sources are scheduled in the given
priority order. The average waiting time is minimized
for voice packetsif Iy £ 1, foralli<j.



Adaptive Bandwidth Allocation Strategy
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Adaptive Bandwidth Allocation Strategy

IF monitored dropping probability > threshold D THEN
IF bandwidth utilization< ™ THEN
size of allocated bandwidth I 1= min {max {size of allocated
bandwidth I, size of allocated bandwidth 11} up g , total
bandwidth }
ELSE
size of allocated bandwidth 11=min {max {size of allocated
bandwidth I, size of allocated bandwidth 11} up_ g, total
bandwidth threshold up Il }
ELSE



Adaptive Bandwidth Allocation Strategy (ontt

IF monitored blocking probability > threshold B THEN
IF bandwidth utilization< ™ THEN
size of allocated bandwidth I= min {size of allocated bandwidth I
up_ g , total bandwidth threshold.l up I}
ELSE
size of allocated bandwidth I= min {size of allocated bandwidth I
up_ g , total bandwidththreshold.2 _up 1}
ELSE
IF bandwidth utilization < THEN
size of allocated bandwidth 11= max {size of allocated bandwidth
11 down_ 9 |, total bandwidththreshold_down_ 11}
size of allocated bandwidth I= max {size of allocated bandwidth
| down_ ¢ , total bandwidththreshold down 1}



Conclusions

O

I

A fTeasible and pragmatic non-preemptive priority based access
control scheme was proposed

Prioritization is key to optimizing overall performance
Various QoS requirements are needed in the future

Multilevel priorities, bandwidth allocation, connection admission
control, and traffic policing all need to be considered together
in the future networks

There’ no such thing as a free lunch

Ongoing efforts to provide “perfect” solutions have illustrated
that attempts to solve all possible problems result in
technologies that are far too complex, have poor scaling
properties, or simply do not integrate well into the diversity of
the Internet.

Besides, we believe that it is almost impossible to increase the
probability of success of transmitting a frame excepting frames
fragmentation or FEC (Forward Error Control) in an extremely
noisy wireless environment.
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