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Abstract—We provide useful results on two classes of convolutional
codes: binary codes and nonbinary codes. The best codes or the best (@
known codes for these two classes of convolutional codes are found

by computer search. Some of them are better than those found in .
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the past. We specn‘y_ these (_:0des _by their transfer function matrices, gary q-ary . O Binary | Meary
distance spectra, and information-weight spectra. Furthermore, we derive 2 Bin 2

) ; input 1o O ary to output
an upper bound on the free distances of binary-toAd/-ary codes and O . .
g-ary-to-M-ary codes. Numerical values of this bound closely fit the Binary . Operation . M-ary
computer-searched values. Converter| o Block o . Converter

Index Terms—Codes, convolutional codes, distance spectra, infor-
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Fig. 1. The encoders of a binary convolutional code andaay-to-M -ary
convolutional code. (a) Binary convolutional encoder. {Bary to AM-ary
|. INTRODUCTION convolutional encoder.

In this correspondence, we provide useful results on two classes of
convolutional codes: binary codes and nonbinary codes. Each code
in the first class is a conventionkinary convolutional codg§l] with When maximum-likelihood trellis decoding is employed in a coded
rate k/n wherek is the number of message bits fed to the encodgystem, the error probability of information symbol (binarygeary)

each time and: is the number of code bits produced by the encodgr, for a symmetric and memoryless channel can be estimated by [12]
each time. Each code in the second classrisrbinary convolutional

codefor which each time the encoder takeg, 2% ¢-ary message
symbols which are first converted intobits as input and produces
n output message bits which correspondlég,, 2" M-ary code
symbols. Some codes in this class have been discussed by Trumpis
[2], Piret [3], [4], as well as Ryan and Wilson [5]. Theary code,
which is a special case of codes in this class wifh= ¢, has been where d.. is the free distance of the cod®,(d) is the pairwise
investigated by Ryan and Wilson [5]. We assume that lpotind M error probability for a codeword pair separated by a distahcend
are powers o2 which are useful in practical applications. Ni(d) is the dth component of the information-weight spectrum of
Binary convolutional codes are the most frequently used codgfe code. Note thaP.(d) is determined by the statistical behavior
among the two classes of codes. For this class of codes, sogfethe channel andV,(d) is determined by the code. Besides
powerful codes of rated/2, 1/3, and 1/4 were first found by the information-weight spectrum, the distance spectrum is another
Odenwalder [6], Bahl and Jelinek [7], and Larsen [8], and thosgportant distance property of a code because the first event error

for rates2/3 and 3/4 were found by Paaske [9] and Johannessorsyobabimy of a coded systerf?; is upper-bounded by
and Paaske [10]. Each of the codes issued in [6]-[10] has the largest

possible free distance among convolutional codes of the associated

code rate. These codes are also listed in several textbooks such as = .
[12]-[14]. Pr< Yy N(d)P(d) @

d=d e
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For nonbinary convolutional codes, there are two subclasses:
binary-to-\/ -ary codes ang-ary-to-M -ary codes withy > 2. Binary-
to-M-ary convolutional codes are useful for the-ary channel where N (d) is the dth component of the distance spectrum. There-
in which orthogonal signaling is employed by the transmitter anfdre, the two distance properties (information-weight and distance
noncoherent signal detection is used by the receiver. Hence, thgﬁgctra) are important in eva|uating the performanoe of a convo-
codes can be applied to the independent Rayleigh channel or ffional coded system. Algorithms for computer search to find the
partial band noise interference channel [5]. These codes can alsajkgance properties of convolutional codes have been proposed in
applled to design a class of multidimensional MPSK trellis codes [1%]]_6] and [17] The results provided by these proposed a|gorithms

The g-ary-to-M-ary codes withy > 2 are similar to binary-ta¥-  are only for (n, 1) binary convolutional codes. Among them, the
ary codes except that the input symbols arary. These codes are FAST algorithm proposed by Cedervall [17] is the fastest because it
useful if the input sequences are composed of nonbinary symbolsypstantially limits the paths which need to be searched in a code

tree by employing the distance profile.
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Fig. 2. The structure of the binary operation block.

listed in [6]-[10] are not the best codes because they only hawderez; = [xg”;cg” IE’“)] is the input vector which contains
maximum free distances but do not have the best information-weigiits andy, = [y*y'* --- y{™] is the output vector which contains
spectra. Furthermore, we derive an upper bound on the free distangdsits. The relationship between andy is

of binary-toM -ary codes andg-ary-to-M-ary codes. This bound is

derived based on the technique of deriving the Plotkin bound. Our

bound is tighter than that derived by Trumpis [2] and fits well with y=2G ®)

the free distances found by the computer search.
where all operations oaG are modulo2 and the semi-infinite matrix

Il. SOME PRELIMINARIES

General forms of encoders for the two classes of codes are shown in CSO g‘ gQ G' G G
Fig. 1. Each encoder is composed of an input block, an output block, 0 ML M2 m

G= .. 6
and a binary operation block. The binary operation block shown in 0 0 Go ql (.;2 . C_;’" (©)

Fig. 2 is the common block for all the encoders in Fig. 1. At each
time unit, & binary input bits are shifted intb parallel shift registers
and through some logical operatiomsoutput bits are produced. For
the operation block, the input sequencand output sequenggecan
be expressed as

is called the generator matrix of the operation block. Note that each
G;, 0 <1 < m,in (6) is ak x n submatrix of binary elements,
which can be expressed as

z =[xo, T1, T2, -] P R 0
0 o e ] @ G
9a1° Y ]
and G=| . E 7
Y=o ¥, ¥s, -] : :

:[’ygl)yéz) !I(() )w yil)yiz) 'yi ): ] 4) Ie,t I " Yk
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1 <j < n. Let

m; = max [deg GED(D)].

1<5<n
The memory order of the corresponding code is

(10)

m = max m;
(<i<k

and the total number of memory elements actually used in the
operation block is

m;. (12)

1

v =

7

k

In our study, we assume that — 1 < m; < m for eachsi.

The input and output blocks of the encoders shown in Fig. 1 depend
on the class of codes. For the binary convolutional encoder, its input
block is al to & multiplexer and its output block is an to 1
demultiplexer. The distance properties of a convolutional code can
be found by assuming the all-zero path to be a reference and all
other paths to be the neighbors of the all-zero path. The all-zero path
results from the all-zero information sequente- [0, O, ---]. Each
neighbor is a path which departs from the all-zero path at time0
and remerges to the all-zero path at tifag- m whereL > 1. Then,
this neighbor has a path length bf+ m branches ofL 4+ m) x n
bits. The distance of a neighbor to the all-zero path is the number
of nonzero bits in the terminated coded sequence. The free distance
of a binary convolutional code is the minimum distance for all its
neighbors, which is denoted by... Let N(d. + ¢) denote the
number of neighbors at a distande, + ¢ to the all-zero path. The
list of N(ds+1i) fori =0, 1, 2, - -- is called the distance spectrum
of a code. LetNi(d + i) denote the total number of nonzero bits
in the information sequences which correspond to all neighbors at a
distance ofd.. + i to the all-zero path. A list ofVi(d.. + ¢) for
i =0,1,2, - is then called the information-weight spectrum of
a code. Since both the distance and information-weight spectra are
related to the distance properties of a code, we call these two spectra
the distance properties of a code.

For nonbinary codes, we only discuss thary-to-M-ary codes
because binary-td4 -ary codes constitute a special case of the former
with ¢ = 2. For ag-ary-to-M -ary convolutional code, the input block
is a g-ary-to-binary converter which each time takeg, 2% g-ary
symbols from the-ary information sequence and converts thesey
symbols into &-tuple input vector as shown in (3). After the process

Fig. 3. The flowchart of the algorithm used to search the best convolutior®fi the operation block, an-tuple output vector is produced. The

code.

The relation betweem andy can also be represented by the transfé)r

function matrix

¢"(p) ¢P(D)
G (D) GY(D)

G(D) =

(D) G¥

where

(D)

G\"(D)
GY(D)

(n
GM(D)

GY(D) = g}, D™ 4+ gy

®)

9)

tuple output vector is then converted irie,, 2" M-ary symbols

by an output block. Here, the distance of a neighbor to the all-zero
ath is the number of nonze® -ary symbols in this neighbor. For

a g-ary-to-M-ary code, its free distance and distance spectra are
defined in ways similar to those for the binary convolutional code.
Here, Ni(d + i) is the total number of nonzerpary symbols on

the information sequences mapping to all neighbors at a distance of
ds + 1 to the all-zero path and the information-weight spectrum of
the codes is a list ofVi(de + ) for 0 < i < co.

I1l. AN UPPERBOUND ON THE FREE DISTANCES OF
M-ArY CODES

We now derive an upper bound on the free distancesanl/-to-M -
ary codes, which is better than that derived in [2]. At the beginning,
we consider the case dfl = 2".

is the generator polynomial representing the connections from theThe free distance of a convolutional code is the smallest number of

¢th input to thejth output on the operation block far < i < k&,

nonzero symbols in any possible terminated nonzero coded sequence
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TABLE | TABLE 1l
UPPER BOUNDS FOR 2% -ARY-T0O-2"-ARY CODE UPPER BOUNDS FOR ¢-ARY-TO-M -ARY CODE
q n ¢ ’
OF RATE k/n (M = 2™ AND v = km) OF RATE k/n = pk'/pn' WHERE M = 27"
kin 1 - ]
m \H 12 13 | 23 |14 2/4 | 34 | 15 | 25 3/5 | 4/5 kin 12 13 w3 | 14 2/4 2/4 | 34| 36 | 4/6
1 - 2 2 2 2 2 2 2 2 2 2 v M=4 M=8 M=8 M=16 71\L=716 M=4 M=16 M=4 =8
2 3 3 3 3 3 3 3 3 3 |3 -
— 1 2 2 1 2 1 3 1 4 2
3 4 4 4 4 4 4 4 4 4 | 4 -
4 5 5 5 5 5 5 5 5 5 s 2 3 3 2 3 2 4 1] 3
5 6 |6 |6 |6 |6 |6 | 6| 6| 6|6 3 4 4 1214 2 |5 2 15 |3
6 AR 4 5 |5 |3 |5 |36 2|63
7 8 |8 | 8 |8 | s |8 |8 |38 s |s 5 6 | 6 | 316 | 3|7 |2|7]24
8 871 9 9 9 9 9 9 9 9 9 6 7 7 4 7 4 8 3 7 5
E 9* 10 |10 10 1010|1610 1010 7 3 3 4 g | 4 | 9 3 9 5
10 07 1 10| 3 3 9 5 9 5 9 3 10 5
| u i | 121212 12121212 9 5 10 5 10 5 10 4 10 6
12 R 13| 1213131313} 13|13 ]|13 R - —— T
s 10 10 11 6 11 6 11 4 12 7
13 13 ] 14 | 13| 14 | 14 | 14| 14 | 14| 14 | 14 -
- 11 11 12 6 12 6 12 4 12 7
14 137015 | 14 | 15 [ 15 | 15| 15| 15| 15 |15 — e
15 14+ 16 | 15 | 16 | 16 | 16 | 16 | 16 | 16 | 16 | 12 12 13 7 13 7 1% 3 12 7
16 157017 |16 | 17 |17 |17 | 17 | 17| 17 |17 13 13 14 7 14 7 13 5 14 8
17 16 | 18 | 17 | 18] 18] 17| 18| 18 | 18 |18 | 14 B 158 158 141511519
18 | 17 19 18 19 19 18 19 19 19 | 19 15 14 16 8 16 8 15 6 15 9
16 15 17 9 17 9 16 6 17 9
17 16 | 18 9 18 9 17 6 18 | 10
which can be expressed as 18 17 |19 |10 1910 17 | 7 |18 | 10

(Hos Y15 Yo = s Yiom_1) = (o, &1, X2, -~ -, 2?L71)G(L)

where (see (12) at the bottom of this page) dn¢t 1. Note that the

code Symbolsyy. ¥, Y. **+» ¥, 4m_1 are binaryn-tuples which also apply the concept of the Plotkin bound but carefully utilize the
can be regarded as elements in @F) = GF(2") and information SPecial structure inherent in (12) to obtain a bound tighter than that
symbolsx,, &1, 22, ---, 2;,_, are binaryk-tuples. The sequence given in [2].

(2o, z1, -+, 1) can be considered as a binary sequence of lengthRecall that the total number of possible codeword€'{fy is 2¢".

kL. Since GR?2) is a subfield of GEM) = GF(2"), each element Let A be a2*" x (m + L) matrix which contains the*" codewords

in this sequence of lengthL is in GF(M) and is restricted in of C) as its rows. Each entry in the matrit is an element in
GF(2). The terminated coded sequencessof+ L symbols in the GF(M). The matrixA is called the codeword matrix for the linear
convolutional code can be considered as the codewords of a linBiick codeC"”). Let a;; denote the entry ofd at theith row and
block codeC' ™) with generator matrixa™) . As shown in (12)G(L) the jth column. It follows from the concept of the Plotkin bound that
is akL x (L + m) matrix for which all its entries are elements inthe minimum distancel;, between any two codewords in matik
GF(M) and each submatri@; for 0 < I < m is ak x 1 matrix. can be upper-bounded by

Let d;, be an upper bound on the minimum distance of the block L1

podeC(L). Then the free distance of thel-ary convolutional code kL (2* _1)a,, < Z WL(j) (14)

is upper-bounded by

j=0
doo < 1anir11 dr. 13)  where
In [2], an upper bound on the free distance for a convolutional code is Wi.(j) = Z d(as;. air;)

derived by employing the Plotkin upper bound on minimum distances

for all the linear block code€§'™), L > 1. In [2], the generator matrix

of a linear block code is taken to be in a general form, other than thfat 1 < i, i’ < 2%, where
given in (12). However, we observe that the generator matrix shown

in (12) has a special structure. For example, there is only one nonzero d(aij, av;) = { 1, for fh’j f @m‘ (15)
submatrixGo on the first column. Therefore, in the following, we will 0. foraij = ay,.

iZi/

L +m columns

G, 6 G -~ --- G, 0 0 O
o Gy, G G -+ -+ G, 0 O

J

G = L rows (12)

0 0 0 o oo Go G Gs - G
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TABLE I
BesT CODES AND THEIR RELATED INFORMATION—WEIGHT AND DISTANCE SPECTRA FOR BINARY
CONVOLUTIONAL CODES OF RATE k/n = 1/2

Generator %((%‘:%

m sequences deo [1=01i=1]1=2|1=3|i=4|i=5]|t=6
1l ey, e+l alel s s]1

2| em st [ sz % |wele
s| s, e 2 [ p e[ e ]w]w]
1] @y g [e|e |z w W@
s| | 8| 2 [ w e[ e w|nlne
6 | (133 171), 10| % Sl % | s | Y| § |8
| euay Jolr Tl g lurlw Byl
8| (561 753), 12| B | 2 | B | 2 |2 ) | 5N
9 | (1131 1537), || 12| 3 | % | » | & | 4 | L0 3
| @uaazn, |1a| % [ 8 [w 8 [ el s [
nl s enny (s | | & | wr | (BR[|
12 | (10627 16765), || 16 || 2 | 188 | 288 | 52 | 2754 | 6628 | 16€DS
13 | (27251 37363), || 16 | 2 2 2 3| 35| 3| 2F

* This code and its information-weight and distance spectra were respectively found
by Odenwalder [6] and Conan [16].
** This code was found by Johannesson-Paaske [10].

TABLE IV
BEST CoDES AND THEIR RELATED INFORMATION—WEIGHT AND DISTANCE SPECTRA FOR BINARY
CONVOLUTIONAL CODES OF RATE k/n = 1/3

Generator %ﬁ{i%}:}

m sequences deo | 1=0]2t=1|i=2|i=3|i=4]i=5]i=6
! (13 3), 0 S O N O o

2 (77, 80 5 | 6 | ¥ 16 | %o [%
3 (13 15 17); w| ¢ : g 9 5 g | 12
4 (25 33 37), 12 | 2 g 12 2 o >
5| (41 53 75, DEEEEEREAERE AN

6 (117 127 155), 15 I 8 Z | 4| 2 My
7 (225 331 367), 16 | 1 2 u g | ¥ ¢ -
8 (575 623 727), 18| 2 o8 | x| o2 2 2
9 | (1167 1375 1545), | 20 | $ Lz | % | 1o e 20
10 | (2325 2731 3747), | 22 || ¥ 2 22 g 34 o] e
11| (5745 6471 7553), |l 24 | £ I S - B B
12| (2371 13725 14733)] | 24 || 2 | & | 2 | %0 | 280 | 32 | 58

* This code and its information-weight and distance spectra were respectively found
by Odenwalder [6] and Conan [16].
+ This code is the currently best.

Equation (14) implies that an upper bound &n is In order to findd;,, we must calculate all the values @f7,(j) for
L1 0<j<m+ L—1. An upper bound oV, (j) can be found from
> WiL(y) the following theorem.
dp = | —2=° (16)  Theorem 1: For the M-ary codeC"”) (M = 2"), suppose that

the jth column(0 < j < m + L — 1) of the generator matrix in (12)

containsh@; nonzero submatrices ardd— b all-zero submatrice@’s
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TABLE V
BesT CODES AND THEIR RELATED INFORMATION—WEIGHT AND DISTANCE SPECTRA FOR BINARY
CoNvoLUTIONAL CODES OF RATE k/n = 1/4

Generator Ni(dooti)
N(doo+1)
m sequences doo || 2=0(t=1|i=2|¢=3|i=4|i=5|i=6
1 (1133, 6 | + | 6 | ¥ |5 | % |5 |*%
* 1 0 4 0 12 0 32
2 (6577), 0] 1 0 2 o ry 0 s
- 4 2 0 10 3 16 34
3 (13 13 15 17), 13 3 H 5 5 g T %
xs 8 0 7 0 17 0 60
4 (25 27 33 37), 16 31 H 5 3 T 5 T
5 0 19 0 14 0 70
5 (45 B3 67 77), 18 3 3 = 5 v 5 17
3 0 17 0 32 0 66
6 (117 127 155 171), 20 3 g o 3 = 5 &
2 4 4 24 22 33 44
7 (257 311 337 355), 22 T 5 5 = = = 5
1 0 15 0 56 0 69
8 (533 575 647 T711), 24 T 5 o g 5 5 16
7 10 0 28 54 58 54
9 | (1173 1325 1467 1751), || 27 3 T 5 < 5 2 %
* This code was found by Bahl-Jelinek [18].
** This code and its information-weight and distance spectra were respectively found
by Larsen [19] and Conan [16).
TABLE VI
BeEsT CODES AND THEIR RELATED INFORMATION—WEIGHT AND DISTANCE SPECTRA FOR BINARY
CONVOLUTIONAL CODES OF RATE k/n = 2/3
Generator %{%ﬁ%
m | v sequences deo | i=0]2=1|i=2 2= t=41i=5 | i=
11 2 ( 3 10 ) 3 1 10 54 226 856 3072 10647
2 33/, 1 4 14 40 116 339 991
3 ( 321 ) 4 1 12 | w02 | 412 | 1821 | 7804 | 31819
417), 1 5 24 1 238 862 2991
2
4 < 6 5 1 ) 5 5 45 218 949 4518 | 19355 | 81065
725 ), 3 i1 39 135 519 1902 6875
5 < 07 06 03 ) 6 26 118 533 | 2455 | 10643 | 46925 | 198910
12 01 13 J, 7 25 79 305 1117 4265 15979
3 *
6 ( 06 13 13 ) 7 86 360 1148 | 5767 | 27277 | 114524 | 481710
13 06 17 /, 17 53 133 569 2327 8624 32412
7 ( 16 13 03 ) 8 218 0 5102 0 101093 0 1847624
25 05 34 /. 43 0 547 0 8139 0 117815
4
8 < 37 31 16 ) 8 20 284 | 1312 | 5164 | 22192 | 99382 | 428364
23 14 35 ), 6 42 153 510 1853 7338 28378
9 ( 27 23 16 > 9 89 577 | 2078 | 10311 | 43647 | 185957 | 808372
46 17 s 17 81 228 933 3469 13203 51286
5
10 ( 63 51 ) 10 || 4 0 9445 0 177734 0 3206251
52 37 55 ), 69 0 925 0 13189 o 197340
* This code was found by Paaske [9].
where each submatrix contaitssymbols in GRM). Lett be the 3, z; = 2", we have
number of zero symbols in the; submatrices. Then, the value of
&/’/L(]) for the corresponding codeword mattik is upper-bounded Wi(j) = Z (2kL — oz my = 92kl _ Z Zizj- (18)
W) 92k _ g2kl=kb+t * forpk —t < n (17) The maximum in (18) occurs when all;’s are equal. Whebk —t <
‘ Q2kL _ g2kl—n_ for bk —t > n. n, the number of distinct symbols in th¢h column is at mos2®* .

By taking
Proof: In the jth column of codeword matrixd, let z;;, be
the number of symbols which equalfor i € GF(M). Since zij = 2FL jobk—t = gkl —kbdt
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TABLE VII
BeEsT CODES AND THEIR RELATED INFORMATION—WEIGHT AND DISTANCE SPECTRA FOR BINARY
CONVOLUTIONAL CODES OF RATE k/n = 2/4

Ni(doo+t
Generator ngdoo+i ')
m|v sequences doo | 1=0]i=1]1=2]i=3|1t=4|t=5|1=6
12 ( 0312 ) 5 || 2 8 | 24 | 64 | 160 | 390 | g38
31 21 8 2 4 8 16 32 67 142
3 ( 1313 ) 6 Il L | 2 | 38 | 7 | 205 | em | 1508
715 4/ 1 8 9 16 57 106 219
2
4 ( 3 716 ) 8 30 0 258 0 | 14 | o | 12278
4 7 6 3 s 12 0 52 0 260 0 1483
5 ( 06 07 03 03 ) 8 2 24 | 57 | 173 | 494 | 1107 | 3064
13 04 13 16 8 1 9 15 33 80 156 396
3
10 03 17 15 8 16 0 77 0 396 0 2311
7 ( 27 07 02 33 )* 11| s | asr | ame | za | 2008 | sess | 1ssar
17 14 13 05 8 13 32 52 108 255 639 1582
4
5 07 32 15 34 \7 1o | 22 | 18 | a5 | 7ss | 28 | eess | 163
35 15 21 31 s 11 38 51 109 286 697 1690
+ This code is the currently best.
TABLE VIl
BeEsT CODES AND THEIR RELATED INFORMATION—WEIGHT AND DISTANCE SPECTRA FOR BINARY
CONVOLUTIONAL CODES OF RATE k/n = 3/4
Generator %ﬂ%%
m | v sequences doo | 2=0]2i=1|:=2|i=3| i=4 1=2>5 1=6
P11 12 84 428 1984 8807 37818 158316
2 3 (2) 0 % 3 3 23 80 284 1027 3724 13480
1 3 0 e
3210 7 53751 297976 | 1610542
31 23 1565 | 9389 5
3 g % g 1 4 10 46 202 949 4444 20840 97528
3 8
0123 7. 7 748206
2 59 486 3349 21074 127322
4 g 2 % 2 4 2 18 82 202 2017 10093 50536
o 8
3322 23 280 1680 | 11375 | 70134 423243 | 2489834
215 2 2 (7) (1) 5 7 47 208 1096 5625 28867 148226
7 8
5432 7 22380 348149 | 7943828
159 910 5536 | 37465 804 | 134
6 é ? Z g 6 27 118 529 2978 15201 79518 414729
8
(02 03 04 07) 16 517 3088 | 18742 | 116312 700970 | 4199390
7 03 07 03 05 6 2 2L e
5 65 292 1442 7618 39734 209693
15 02 02 17 8
0406 07 07 167 56 | 56524 | 339830 | 2035418 | 12090596
1384 | 91 %
3|8 8(1) (1),2{ (1)2 E 7 27 157 770 3925 20440 107679 568758
8
(03 06 10 15) 1097 727 789855 0 62662961
9 00 16 03 13 8 1097 Q 47271 0 1789855 0
136 0 3583 0 99698 0 2767158
16 05 02 17 s
we have We are now able to derive an upper bound on the free distances
WL (j) < g2kl _ 92kL—kbtt for ¢-ary-to-M -ary codes. By observing the generator matrix in (12),

we find that the total number &; submatrices in thgth column is
for bk —t < n. Whenbk — t > n, the number of distinct symbols

in the jth column is at mos2™. By taking {Inin (L, j+1), foro<j<m-—1

zij = 2“‘/2" = 9kl—n min(m+L—j, m+1), form<j<m4+L-1. (19)

we have ] ]
Since we assume that — 1 < m; < m for eachi, it can be

d . o2kL a2kL—n
Wi() 277 =2 shown that there aré - m — v zero row vectors appearing in the
for bk —t > n. O submatrix@G,, whenm andv are specified, where is defined in
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TABLE IX
BesT CODES AND THEIR RELATED INFORMATION—WEIGHT AND DISTANCE SPECTRA FOR BINARY
CONVOLUTIONAL CODES OF RATE k/n = 4/6

Generator %{%—3

m|v sequences deo [2=0|i=1|i=2|¢=3]|t=4]|t=5]| 1=6
3023 2 2\7"

9 122030 3 1 17 | us | 437 | 186 | eoss | 22178
100110 1 6 28 76 218 708 2234
011101/,

3032 2 2\"

113 0 230320 4 2 44 260 1112 4654 19272 78816
311330 1 14 49 154 530 1858 6572
011101/,

12030 3\7

4 3 102 21 6 186 0 4128 0 79646 0 1400194
3 2 2 01 2 46 0 552 0 7546 0 102563
133200/,

27047 7\7

5 13 20 2 2 6 24 328 929 | 4973 | 22782 | 91555 | 409027
302121 9 52 130 543 2077 7394 29001
023 221/,

41216 1y\7

6 16 2107 7 141 822 3224 | 12084 | 58483 | 262540 | 1123883
2 2 31 31 28 104 318 1130 4434 17656 67650
302312/,

2
5 2 4 3 2 4\t

7 032417 8 442 0 9098 ] 182315 0 3369304
3 4 4 41 5 80 0 1001 0 14748 0 216437
223232/,

56 5 6 7 4\7F

8 707362 8 76 782 2571 | 11049 | 49770 | 211356 | 917121
45 2 6 50 15 o7 269 973 3841 14646 57026
6 1 57 25/,

+ This code is the currently best.

(11). Therefore, the value offor the jth column can be found to be eachG, in G must be replaced by

0, for0<j<m-1 . i
t2 {k -m—v, forj>m (20) Ggl' Y GELJ) Ggl'”
Gg?,l) G;Z,Z) . Gg?,p)
It follows from (17), (19), and and (20) that the valuedt. (j) can G = . . ' (22)
be bounded by (21) (see the bottom of this page) where : : :
ar g2 o gl
b=min(L, j +1), for0<j<m-—1 ! ! !
b=min(m+L—-j m+1), form<j<m+L-1 -
and where eaclG!“ /) is ak’ x 1 matrix. ThusG'" is apk' L x p(L+m)
o= [(km +n — v)/k). matrix with entries in GFM) where M = 2", Then (14) and (16)

must be replaced by

With (13), (16), and (21), an upper bound on the free distance of the

M-ary code(M = 2") can be obtained. T p(m+1)—1
Now we consider theM-ary codes(M = 2"') with k/n = LM —d < > W) (23)
pk' /pn'. The formula of the upper bound must be modified. In (12), 3=0
92kL _ ok(2L—b) if b < n
r TR foro<ji<m-1
Wi (]) S 2 - 2* . if b > z (21)

2k _ ok(2TL.4+m—b)—v B .
2 2 ’ Ifbgpl}, form<j<m+L-1.

22k'L _ 22kL—n’ |f b > p1
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TABLE X
BEST CoDES AND THEIR RELATED INFORMATION—WEIGHT AND DISTANCE SPECTRA FORBINARY -TO-4-ARY
CONVOLUTIONAL CODES OF RATE k/n = 1/2

Generator Ni(deoti)

N(deot7)
m sequences doo | 2=0]2=1|2=2|2=3|2=4|1=5|1=6
2| em et s lelelnlwlw
3 (13 16), 4 1 o} | s | 261 818 | 2173
4 (26 37), 51 2 z s9 | 131 | 438 | 1413 | 4559
5 (56 175)," 6 3 % | 43 | 227 | 783 | 2442 | 7970
6 | (133 176), 7 z 39 | 104 | 352 | 1345 | 450 | Lases
7 (265 373), 8 u 54 198 | 61 | 25 | zaze | 2028
8 (437 651), 8 1 B 10 365 | 1020 | 3s63 | 12569
9 | (732 1451)." 9 1 56 107 475 | Um3 | 499 | L70i8
10 | (2655 3477), 10 s g 303 su | 2z | 9845 | 31314
11| (5512 7671), || 11 || 2 | 14 | 357 | LI85 | 3868 | 12803 | 42910
12 | (13716 17243), || 12 || 48 | 27 | 561 | 1878 |} 6413 | 20502 | 71040
13 | (24717 33226), || 12 || 4 | 128 | 280 | 842 | 3200 | 10077 | 33133

* This code and its information-weight and distance spectra were found by Trumpis
(2]

** This code and its information-weight and distance spectra were found by Ryan [5].

*** This code was found by Rajpal et al. [15].

TABLE Xl
BEsT CoDES AND THEIR RELATED INFORMATION—WEIGHT AND DISTANCE SPECTRA FORBINARY -TO-4-ARY
CONVOLUTIONAL CODES OF RATE k/n = 2/4

Ni(dooti
Generator Wlém%
m | v sequences do {|2=0|i=1|i=2|1=3|i=4|i=5]i=6
119 ( 0312 ) 4 4 16 | s6 | 176 | 524 | 1504 | 4208
3121 s 3 6 15 36 87 210 507
3 ( 1213 ) 4 1 3 37 | 108 | 337 | 15 | 361
71 5 0 8 1 2 11 24 64 176 501
2
4 ( 0727 ) 6 I 12 | 2 | 141 | ass | 1688 | 5568 | 18064
7 0 5 2 s 6 12 33 90 270 768 2196
5 ( 03 06 03 04 ) 6 1 10 155 | 270 | 945 | 3390 | 12383
15 05 10 07 R 1 5 33 51 136 447 1439
3
6 ( 01 17 05 16 ) 8 52 56 504 | 1472 | 4428 | 16448 | 51168
i6 01 13 05 8 18 12 90 216 576 1962 5202
7 ( 05 16 04 13 ) 8 2 85 251 634 | 2516 | 8832 | 20448
31 03 23 07 /g 2 20 5 99 341 1001 | 3157
4
8 ( 07 32 15 34 ) 9 16 52 404 | 1044 | 3552 | 11904 | 38252
35 15 21 31 s 6 15 75 153 459 1374 | 4047
and containsng“ ) nonzero submatrices ard— b all-zero submatrices
0's where each submatrix contai$ symbols in GRAM). Let ¢
p(m+L)—1 ; (e, f) i
WL(j) be the number of zero symbols in thé&;” '’ submatrices. Then,
Q= j=0 (24) the value of W (j) for the corresponding codeword matrik is
2Pk’L . (2PKL _ 1) upper-bounded by

o2pk’ L _ o2pk’L—pk'b+t g ’
Wi(j) < {2 g 2°F ks , forbpk’ —t <n (25)

respectively. We have Theorem 2. 22pK' T _ p2pk!l=n’ for bpk' —t > n'.
Theorem 2: For the M-ary codeC'” (M = 2""), suppose that

thejth column(0 < 5 < p(m+L)—1) of the generator matrix in (12) O
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TABLE XIlI
BEST CoDES AND THEIR RELATED INFORMATION—WEIGHT AND DISTANCE SPECTRA FORBINARY -TO-4-ARY
CoNnvoLUTIONAL CoDES OF RATE k/n = 3/6

Generator Ni(doo 1)
N(dooti)
ml v sequences doo [ 1=0]i=1]i=2|i=3ji=4|i=5|i=6
1 01101 2 43 156 542 1928 6475
1
9 0 % 1 3 g 3 3 1 i 5 | 33 | 8 | 261 | 737
, 313020/,
202303 10 40 132 478 | 1490 | 4852 | 15214
A R ) A S I el e el e
8
323121 21 73 205 821 2725 | 8939 | 28890
8
30321 3\7 50 166 455 | 1573 | 5462 | 17794
1
2 |5 111 g 2 g 3 g 6 T 14 34 6 230 | 694 | 2027
8
51677 6\" 95 269 781 | 2673 | 9400 | 31492
4
6 (7) g i 8 i g 7 3 2% @7 | 121 | 365 | 1121 | 3348
8
04 03 05 06 07 07" 3 128 350 | 1125 | 3484 | 12306 | 41872
7 ?g 8‘11 gg 8; [l)g 82 8 2 34 65 159 | 463 | 1477 | 4481
3 8
07 02 07 06 00 077 28 181 592 1958 5936 | 20740 | 67344
8 (1)‘; (111 (1); (1)3 (1)‘; (1]; 9 11 36 94 | 267 | 730 | 2284 | 6679
8

+ This code is the currently best.

The total number oGﬁe’f) matrices in thejth column is shown in table can bej-ary-to-AM-ary codes withy = 2 and M = 2" (i.e.,
(26) at the bottom of this page. The valuetdbr the jth column is  binary-to-M-ary code), org-ary-to-M-ary codes withy = 2* and

foro<j<mp-—-1

0,
t2 { k-m—vw, forj>mp. 27)

M = 2". In addition, we only list those codes with = km in

the table. Upper bounds in the shaded area of this table are achieved
by codes obtained by the computer search of Section IV. We may
compare the bound derived in this section to the one derived in [2].

The value ofiV7.(j) is bounded by (28) (see the second expressidf Table I, the %" mark is used to indicate that our prediction is

at the bottom of this page), whete= p - min (L, |j/p] + 1) for
0<j<mp—-1,b=p -mn(m+L-|j/P], m+1) for
mp < j < (m+L)p—1,andps = [(km+n' —v)/k|. With (13),
(24), and (28), an upper bound on the free distance ofithary
(M = 2"") code can be obtained.

A list of upper bounds for thé{-ary (M = 2") codes withk/n
ratios of1/2, 1/3, 2/3, ---, 4/5 and memory order from 1 up
to 18 is shown in Table |. Note that codes with ratgn in this

tighter than that in [2] for the associated code.

A list of upper bounds for thé/-ary codegs M = 2" or M = 2”')
with k/n ratios1/2,1/3,2/3,---,3/4,3/6 and numbers of memory
elementsy varying from1 to 18 is shown in Table II.

IV. COMPUTERAIDED SEARCH FOR GooD CODES

An exhausted search which is used to find the best codes is depicted
by the flowchart shown in Fig. 3. The program starts when all the

p - min <L, \‘J—J + 1),
p

foro<j<mp-1

b , (26)
p - min <m+L— VJ m +1)., for mp < j < (m + L)p - 1.
P
92kL _ 9k(2L=b) if | < n_ i
} ’ TRORL for0<j<mp—1
W) < 4 22kb — 92hL=n’ if ;_l — :_, (28)

22kL _ 2k(_’2L+m—b)—u’ if b <p
22kL _ 221«[,771 , if o> 1

}, formp<j<(m+L)p-1
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TABLE Xl
BEST CoDES AND THEIR RELATED INFORMATION—WEIGHT AND DISTANCE SPECTRA FORBINARY -TO-4-ARY
CONVOLUTIONAL CODES OF RATE k/n = 4/6

Generator %(i‘:%:%
m | v sequences do | 2=0ji=1]1=2|i=3|i=4]|i=5] 1=6
212 23 3\%

2 021213 3 4 84 532 | 2832 | 14664 | 72356 | 346156
1 01000 3 27 99 381 1602 6543 26721
100001/,

20313 0y\7

113 131203 3 1 23 284 1541 9330 52251 | 286576
2 0 2 3 03 1 9 63 235 1142 5245 24497
100100/,
03130 2\"

4 313020 4 7 101 | 721 | 4572 | 26959 | 157085 | 882664
31 2 21 2 1 29 126 629 2969 14592 70570
210211/,

1737 16\7

5 3120 21 5 50 369 | 2472 | 14549 | 87895 | 513131 | 2900073
1 2 2330 16 66 334 1603 8038 40358 | 199609
223012/,

06 253 5\7

6 704 36 2 5 15 177 | 1397 | 8430 | 47074 | 281348 | 1629775
1 23330 ¢ 4 39 192 908 4360 22417 | 113481
233113/,

2
2 70 41 6\

7 6 27 070 6 56 689 4166 | 22336 | 137556 | 795149 | 4581937
1 76 5 5 2 14 103 477 2122 | 11191 | 56604 | 288866
232113/,

363516\

8 415 3 73 6 20 431 2280 | 13208 | 80268 | 471993 | 2686348
1 6 4 7 41 5 64 258 1254 6457 33203 | 167904
554311/,

* This code is the currently best.
TABLE XIV
BesT CoDES AND THEIR RELATED INFORMATION—WEIGHT AND DISTANCE SPECTRA FOR4-ARY
CoNvOLUTIONAL CODES OF RATE k/n = 2/4
Ni(dooti
Generator ‘((_H =
m|v sequences doo || 1=0|i=1]i=2|i=3|i=4|i=5|:1=
119 ( 03 1 2 )* 4 2 | 12| 2 | 12 | s | us | 3se
31 2 1 8 3 6 15 36 87 210 507
3 1213 4 1 2 30 | so | 261 | s | 283
7150/, 1 2 11 24 64 176 501
2
4 07 2 7Y 6 9 30 | 108 | 366 | 1266 | 4176 | 13548
705 2), 6 12 33 90 270 768 2196
51 (03 06 03 04 6 1 8 | 14 | 214 | 705 | 2583 | 9361
3 15 05 10 07 J, 1 5 33 1 136 447 1439
6 01 17 05 16\~ 8 39 42 378 1104 | 3321 | 12336 | 38376
16 01 13 05 s 18 1 90 216 576 1962 5292
7 05 16 04 13 \7 5 2 64 | 201 | 498 | 1982 | eso1 | 22495
4 31 03 23 07 R 2 20 2 99 341 1001 3157
8 07 32 15 34\ 9 12 39 303 783 2664 | 8928 | 28689
35 15 21 31 8 6 15 75 153 459 1374 4047
* This code was found by Ryan-Wilson [9].
* This code is the currently best.
values ofn, k, m, andv as well as the class of codes are given. The at the target free distanck that we estimate, which is also
actions used in Fig. 3 are described as follows. declared as the spectrum of the currently best code. The value
F1) (Initialize the information-weight spectrum.) The initialized of Ni(d;) is assumed to be a large value such188 or

information-weight spectrum contains one spectral component even larger. The target free distande is determined by
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F2)

TABLE XV
BEST CoDES AND THEIR RELATED INFORMATION—WEIGHT AND DISTANCE SPECTRA FORBINARY -TO-8-ARY
CoNnvoLUTIONAL CODES OF RATE k/n = 1/3

Generator 1]\\’]_(1(%)1
m sequences deo |0=0}e=1|2=2|4i=3|t=4]i=5]t=6
2| Gsn, st |t s[el2|%][n
s ey Jal v [r eyl
AN RN EEEIE R AR AN
5] 66775, 6| | F ¥ | F | F ||
6 | (136 155 171)," | 7 | 1 e R R
7| (165 322 371), || 8 | 1 s | 22 | BIRI|E
8 | (371 423 645), 9 i s | ¥ | BRI Y |2
9 | (144 1351 1733); | 10 || % S8 ¥R
10| (133 2575 3351)] |11 || 1 | 2 | 82 | B | 2 | e | 1108
11| (1747 2426 7534) | 12 )| 1 | 10 | & | 15 | 33 ) %5 ) 170

* This code and its information-weight and distance spectra were found by Trumpis

(2]

** This code and its information-weight and distance spectra were found by Ryan [5].

+ This code is the currently best.

TABLE XVI
BEsT CoDES AND THEIR RELATED INFORMATION—WEIGHT AND DISTANCE SPECTRA FORBINARY -TO-8-ARY
CONVOLUTIONAL CODES OF RATE k/n = 2/3

M(doott
Generator Nt
m| v sequences doo |2=0|i=1|1=2|i=3|it=4] 1=5 1=6
*
1 9 013 9 6 46 260 1300 6082 27290 118984
1 2 2 R 1 15 56 209 780 2911 10864
3 2 3 3 9 1 23 203 1516 10365 67318 422559
3 5 7 s 1 1 49 263 1393 7393 39225
2
4 4 7 7 3 8 144 1092 9536 70139 516814 3645744
1 5 6 8 5 32 172 1124 6620 40780 246692
*
5 01 02 07 3 1 55 569 4650 39329 307534 2349771
17 01 11 8 1 17 100 614 4135 26771 174475
3 *
6 01 07 16 4 13 322 2223 | 20478 | 166645 | 1332172 | 10264380
05 14 13 8 7 63 322 2338 15656 105778 707950
7 13 16 16 4 1 132 1123 9618 83254 679359 5402473
35 07 31 R 1 34 168 1161 8106 55785 382089
4
8 36 31 26 5 26 584 4128 | 37906 | 316458 | 2588068 | 20427388
23 17 21 s 1 99 535 3844 26828 186945 1286927
+
9 30 25 17 5 2 308 2374 | 19798 | 168654 | 1383862 | 11073738
67 20 64 8 2 60 307 2083 14670 102727 715148
5
+
10 75 66 65 6 72 1174 8700 | 73794 | 618126 | 5040837 | 39969021
52 37 60 s 22 171 1006 6929 49061 344693 2402122

* The generator sequences of this code are the same as those of 4-ary-to-8-ary codes

of rate k/n = 2/3 convolutional codes with same m and ».
+ This code is the currently best.

n, k, m, v, and the class of codes. For binary codes, the
values ofd, can be found from [13, Table 11.1] or by using
[11, egs. (4)—(7)]. For nonbinary codes, the valuego€an

be determined from the upper bound derived in Section IlI.

(Choose a code to be tested.) In choosing codes to be tested,

we have to avoid testing equivalent codes. Two codes are
equivalent if they satisfy one of the following conditions.

1693

a) This condition is valid for binary codes afid-ary codes
with A/ = 2". The transfer function matrix of one code is
obtained from interchanging two columns in the transfer

function matrix of the other code.

b) For1 < i < kandl <j < n, eachGEf?(D) of one
code is the reciprocal polynomial of tr@‘;l)(D) of the
other code.
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TABLE XVII
BEST CoDES AND THEIR RELATED INFORMATION—WEIGHT AND DISTANCE SPECTRA FORBINARY -TO-8-ARY
CONVOLUTIONAL CODES OF RATE k/n = 4/6

Generator %

m|v sequences do [[=0]i=1|¢=2]|:=3|1=4 | 1=5 1=6
201 20 0y\"

2 020121 9 4 84 481 | 3484 | 21202 | 128128 | 748064
001001 3 24 104 536 2696 13440 67664
011101/,

103 23 2\*

113 110223 9 1 16 324 2128 | 18296 | 129848 936584
022 313 1 8 80 368 2452 14224 86336
110100/,

200 21 0y7%

4 1200 20 3 8 134 1739 | 13767 | 118451 | 939463 7282554
01210 3 4 37 262 1563 | 10795 70689 169331
123302/,

17700 4\7F

5 1 23 2 3 3 4 54 683 5652 | 49593 | 401643 | 3168509 | 24483529
0 31 3 0 2 20 126 761 5328 35530 238362 1602975
311310/,

6 4136 1\7

6 1225 23 4 9 410 2063 | 25229 | 214928 | 1722166 | 13502861
01301 2 5 79 112 2806 | 19710 | 134248 915859
123 213/,

2
25206 0\F

7 545 353 4 1 122 1577 | 12496 | 106815 | 884252 | 7080520
511125 1 31 235 1429 9965 69575 480952
133203/,

7 47 4 3 an*

8 1411486 5 28 972 6492 | 56481 | 468958 | 3772668 | 29843053
6 34050 10 140 754 5223 | 36944 | 256762 | 1788220
255725/,

* This code is the currently best.
TABLE XVIII

BesT CoDES AND THEIR RELATED INFORMATION—WEIGHT AND DISTANCE SPECTRA FOR BINARY-TO-16-ARY
CONVOLUTIONAL CODES OF RATE k/n = 1/4

Generator 1]\\/,1%5@1?‘!
m sequences doo =0|z=1 =2|1=3|t=4|i=5|1=6
2| aesa, sy lElslel® sy
3 (124 13), 4 1 2 5 [ | s | Us
4 | (12 14 35 37), 5 1 2 2 u 2 C
51 (16 27 54 75), 6 1 2 5 i 3 g | 29
6] (25 53 104 162), || 7 | & 2 5 2 | 36 | 95 | 247
+
7| (1 57 146 373)7 || 8 1 2 T
8 | (1107 255 577)F || 9 || 1 BEREREREE
9 | (164 1311 1647) |10 || } | & | 2 | 2 | 16 | 200 | 5

* This code is the currently best.

c) This condition of equivalent codes is valid fad-ary

convolutional codes only whed/ > 2. i) Suppose
M = 2". Two codes are equivalent if the transfer
function matrix of one is obtained through a certain
column operation on the other code. The equivalence

results from the fact that any nonzero output bf-

ary symbol in vector form of(ai, as, -+, a,) with
a; € {0, 1} is never turned into an all-zero vector by any
addition operation om, as, -+, a.. It should be noted

that this equivalent relationship is invalid for binary codes
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TABLE XIX
BesT CoDES AND THEIR RELATED INFORMATION—WEIGHT AND DISTANCE SPECTRA FOR BINARY -TO-16-ARY
CoNvoLUTIONAL CODES OF RATE k/n = 3/4

Generator %{%%
m | v sequences doo || t=0jt=1]i=2]| i=3 1=4 1=25
011 3\° 23 492 7814 110032 1451093 18362128
i3 ? g 23 2 11 116 1222 12873 135609 1428556
3 3 8
17222 7 22497500
5 263 519 91015 1465436
4 (5) } g :; 2 4 64 784 9927 125180 1579343
8
02 3 3 ”
1 111 2546 49250 871793 14639322
215 Z ; i ? 2 1 34 435 5987 81969 1122457
8
3445 60025 9958 170034175
38 1496 | 29318 | 5 58653
6 ’{ ? (2) 6 3 16 239 3251 46956 669725 9559053
7 8
06 07 07 07 )+ 7 765 14287 | 289024 5276598 92677421
7 06 03 04 05 3 < = T
5 134 1651 24936 362907 5296454
00 01 01 14 s
06 07 07 07 )+ 3 252 8011 143828 2716386 48496433
3|8 15 00 11 13 3 H 28 T SrraaE
2 54 925 12585 188364 2787245
10 15 02 10 s
07 10 11 14\7
91 3371 | 64050 | 1243923 | 22648788 | 398226588
9 (1)3 (1)11 gg }g 4 28 446 6166 93178 1387346 20639130
8

* The generator sequences for this code are the same as those for 8-ary-to-16-ary
codes of rate k/n = 3/4.
* This code is the currently best.

TABLE XX
BesT CoDES AND THEIR RELATED INFORMATION—WEIGHT AND DISTANCE SPECTRA FOR4-ARY-TO-7-ARY
CONVOLUTIONAL CODES OF RATE k/n = 2/3

Ni{do+1
Generator Tv‘(im_i)l
m| v sequences do | t=0|t=1|i=2|4=3|i=4 | ¢=5 1=6
1] 9 01 3\ 9 5 38 214 | 1068 | 4991 22378 97516
1 2 2 4 15 56 209 780 2911 10864
8
3 2 3 3 9 1 20 159 1162 7812 50231 313070
716 8 1 10 49 263 1393 7393 39225
2
4 2 57 3 7 9 740 6376 | 46202 | 342050 | 2394142
714, 5 31 172 1114 6564 40671 245572
5 01 02 07\" 3 1 41 429 3546 29885 233958 1788552
17 01 11 1 17 100 614 4135 26771 174475
3 8
6 01 07 16 \" 4 1 247 | 1676 | 15628 | 126035 | 1007828 | 7752954
05 14 13 /. 7 63 322 2338 | 15656 | 105778 707950
+
7 ( 16 13 13 ) 4 1 103 869 7387 | 63798 | 519940 | 4126946
31 35 03 1 34 168 1161 8106 55785 382089
4 8
8 36 31 26 5 20 435 | 3084 | 28420 | 236828 | 1938094 | 15200127
23 17 21 J, 1 99 535 3844 | 26828 | 186945 | 1286927
+
9 30 25 17 5 2 233 | 1796 | 15002 | 127480 | 1044846 | 8354956
s 67 20 64 /. 2 60 307 2083 | 14670 | 102727 715148
+
10 64 60 57 6 60 922 | 6786 | 57161 | 476581 | 3869671 | 30604590
53 75 25 22 171 1006 | 6929 | 49061 | 344693 | 2402122
8
* The generator sequences of this code are the same as those of the codes of binary-
to-8-ary convolutional codes of rate k/n = 2/3 with same m and v.
+ This code is the currently best.
ecause the distances for these codes are counte its, each time unit, the column operation is restricted within
b the dist for th d ted by bit: ht t, th I t tricted with
v ! .
not by M-ary symbols. ii) Suppose that/ = 2" with those columns that are used to generate the Shiray

k/n = pk' /pn'. Sincep M-ary symbols are produced for symbol.
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TABLE XXI
BEST CoDES AND THEIR RELATED INFORMATION—WEIGHT AND DISTANCE SPECTRA FORS8-ARY-TO-16-ARY
CoNvoLUTIONAL CODES OF RATE k/n = 3/4

Ni{doo+?
Generator m(m%

m| v sequences doo | 2=0]t=1]t=2]|1=3 t=4 1=25
0 1 1 3\™ 6 340 5387 75766 998483 12628804
1 4
L3 % g g 3 2 11 116 1222 12873 135609 1428556
3 8
0012 4 171 3288 56758 906611 13846154
4 1 g 3 2 2 4 64 784 9927 125180 1579343
0 75 8
0233 77 82 34007 603219 10064473
i 1829
2|5 g g ,1(, 7 2 1 34 442 6004 82604 1128979
6 8
L 116\" 783 5933724 | 100763933
28 931 17833 | 336691
6 3 g g ? 3 16 239 3251 46956 669725 9559053
060707 07 479 8769 | 175470 | 3184796 55691359
7 8 [1)% g; (1)2 134 1651 24936 362907 5296454

—
c;ug [==N=rNar]

[==]

-

(=

3

(=

Bl

170 4334 80828 1516820 26917444
56 861 12159 181979 2687740

o
W[

\_/\_/m
oo o -+
w
o

318
12 05 02 14

07 10 12 14\ 7T s
65 2124 39540 59572 13732390 240236986
9 (1)8 (1)% gg ig 4 28 446 6166 93178 1387346 20639130

* The generator sequences for this code are the same as those for binary-to-16-ary
codes of rate k/n = 3/4.
** This code was found by Rajpal et al. [15].

* This code is the currently best.

(Find d for all neighbors of path lengtkirn 4+ 3 branches.) F9) (Is the search completed?) If the code search is exhausted,

Terminating the semi-infinite generator matrix shown in (6) then go toF10. Otherwise, go td=2 to choose another code
to result in a generator matrix in the form of (12). Here, we as an object to be tested.

useL = 3. Then we can find the minimum distandeof the F10) (Is the best code found?) If the best code is found, then
associated block code. terminate the search program, otherwise goFtd. The

(Is d > d,?) If the minimum distancé is less thani,, then “otherwise” case means that there is no code with free
we give up the code under test and goR@ Otherwise, go distance larger than or equal .

to F5. ActionsF3 andF4 are used to reject any convolutional F11) (Decreased;.) Decrease the value af; by one, reset the
code whose free distanck, is apparently less thad,. information weight ofd; to be a large value again, and then
(Is it a catastrophic code?) If the code is catastrophic, then go to F2 to restart the code search.

we give up the code under test and gd-@ Otherwise, goto By the exhausted search, the best codes or the currently best codes
F6. Catastrophic code can be found by the catastrophic cogfie to an incomplete search) for the two classes of convolutional
test criterion shown in [13]. codes are found and are listed in Tables IlI-XXI. Each of codes in
(Find the truncated information-weight spectrum.) We use thiese tables are specified by the transfer function matrices containing
modified FAST to analyze the spectrum of the code under tegt.x n generator sequences expressed in octal form. Only the first
The distance spectrum in truncated form is simultaneousigw components are tabulated for each of the codes. These spectral
found in this action. The accuracy of the modified FAST aleomponents are expressed in a sequence of fractions. For a fraction,
gorithm has been verified by comparing the outputs producége value at the numerator position is the associated information
by the modified FAST program with the known results givemveight and that at the denominator position is the number of the
in [10] and [16], [17]. associated neighbors. For some cases, the time required for the
(Is the code superior to the currently best?) If the informatiorexhausted search of some types of codes is too long to identify the
weight spectrum is superior the currently best, then ge&o best codes, we are only able to list codes which are the currently best
Otherwise, give up this code and gof®. The criterion to from our incompleted search as results. Most of the codes previously
justify the superiority of one code over the other is as followgound are exactly the best codes. For completeness, these previously
If d of one code is larger than that of the other, then thfaund codes are also included in our tables.

former code is the superior. If two codes have the sdme Lists of the best (or currently best) binary convolutional codes
and Ni(de + i) for i = 0, -+, 1 — 1, then the code with for rates1/2,1/3,1/4,2/3,2/4,3/4, and4/6 are given in Tables
smaller Ni(d~ + 1) is the superior. IlI-1X. The results of binary-tad/-ary convolutional codes are listed
(Update results.) Declare the information-weight spectrum @f Tables X—XIII and Tables XV—-IXX. The results far-ary-to-M -

the code under test to be the currently best. ary convolutional codes including theary-to8-ary codes of rate
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k/n = 2/3 and8-ary-to-16-ary codes of raté:/n = 3/4 are listed
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[12] A. J. Viterbi and J. K. OmuraRrinciples of Digital Communication and

in Tables XX and XI, respectively. Note that the binaryt®-ary
codes of raté:/n = 1/4 found by computer search in Table XVIII (23]
are better than the convolutional codes obtained from Reed—Solonjexy
codes by Ryan and Wilson [5].

Binary codes with raté/n = 2/4 and4/6 have not been searched[15]
as far as we know. We use computer search to find the information-
weight spectra of the/4 and4/6 binary convolutional codes with [16]
v =2,3,---, 8. Results in Table VII show that in some cases, e.g.,

v = 4 and 7, the 2/4 binary convolutional code has a better freg17]

Coding. New York: McGraw-Hill, 1979.

S. Lin and D. J. Costello, JrError Control Coding: Fundamentals and
Applications. Englewood Cliffs, NJ: Prentice-Hall, 1983.

G. C. Clark, Jr., and J. B. Cairrror-Correction Coding for Digital
Communications. New York: Plenum, 1988.

S. Rajpal, D. J. Rhee, and S. Lin, “Multidimensional MPSK trellis
codes,” inSITA'9], Dec. 1991, pp. 393-396.

J. Conan, “The weight spectra of some short low-rate convolutional
codes,” I[EEE Trans. Commun.vol. COM-32, pp. 1050-1053, Sept.
1984.

M. Cedervall and R. Johannesson, “A fast algorithm for computing

distance profile than the comparall£2 binary convolutional code.
Results in Table IX show that for = 4, the4 /6 binary convolutional
code has a better free distance profile than the compa2gBlbinary
convolutional code.

The g-ary convolutional code have been treated by Ryan arid9]
Wilson [5]. In [5], not only the input and output symbols are from

GF(g¢) but the size of the memory unit is also the size of-ary
symbol. A ratel/2 4-ary code with memory ordem is equivalent
to a4-ary convolutional code of rate/n = 2/4 andv = 2m. Ryan
and Wilson [5] have found /2 4-ary codes withn = 2, 3, 4, which
are equivalent tal-ary codes withk/n = 2/4 andv = 4, 6, 8. We
then search for-ary codes of raté/n = 2/4 with v = 3,5, 7. A
complete table is shown in Table XIV.

If we treat the inputi-ary symbol as two binary bits, the rat¢?2
4-ary code (i.e.g-ary-to4-ary of ratek/n = 2/4) is then converted
to a binary-tod-ary code of ratéi/n = 2/4. A list of the best (or
currently best) binary-td-ary codes of raté:/n = 2/4 is given in
Table 1. We find that the best binary-tbary code of raté /n = 2/4
is better than the best binary-teary code of ratek/n = 1/2 for
v =2,3,---, 8 We have also searched the binaryta+ry codes
of rate k/n = 3/6. We only find a best binary-té-ary code of
ratek/n = 3/6 is better than the best binary-feary code of rate
k/n = 2/4 for the special case of = 3. The results are shown
in Table XII.
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