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Abstract- Among existing works of high-speed
pipelined Adaptive Decision Feedback Equalizer (ADFE), the
pipelined ADFE using Relaxed Look-ahead technique
results in a substantial hardware saving than the parallel
processing or Look-ahead approaches. However, it suffers
from both the SNR degradation and slow convergence rate.
In this paper, we employ the Predictive Parallel Branch
Slicer (PPBS) to eliminate the dependencies of the present
and past decisions so as to reduce the iteration bound of
Decision Feedback Loop of the ADFE. By adding negligible
hardware complexity overheads, the proposed architecture
can help to improve the output Mean-square-error (MSE)
of the ADFE compared with the Relaxed Look-ahead ADFE
architecture. Moreover, we show the superior performance
of the proposed pipelined ADFE by theoretical derivations
and computer simulation results.

L. Introduction

Adaptive Decision Feedback Egqualizer (ADFE)
using Least Mean-Squared (LMS) algorithm is a well-
known equalization technique for magnetic storage and
digital communication. However, the fine-grain
pipelining of the ADFE is known to be a difficult

problem for high-speed applications. This is due to the.

Decision Feedback Loop (DFL). According to the
Iteration Bound [1], the smallest clock period of ADFE is
bounded by the DFL. Several approaches are proposed to
solve aforementioned problems. For example, pipelining
the ADFE can be achieved by precomputing all possible
in DFL to open the DFL [2]. However, it results in a
large hardware overhead as it transforms a serial
algorithm into an equivalent (in the sense of input-output
behavior) pipelined algorithm. Another algorithm is
proposed in [3], which is referred as PIPEADFEL. It
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maintains the functionality instead of input-output
behavior using the technique of Relaxed Look-ahead.
Although the hardware overhead in this algorithm is
small, it suffers from some performance degradation
such as output SNR and convergence rate. Nevertheless,
from VLSI implementation point of view, the second
approach is suitable for low-cost VLSI designs.
PIPEADFEI intends to cancel the first D, post-

cursor ISI terms by the Feedfoward filter (FFF).

However, it is not necessary to force the first D, taps of

Feedback filter (FBF) to zeros. In this paper, we employ
the FFF to force the first D, coefficients of FBF to the

more appropriate fixed coefficients instead of zeros. By
doing so, we can significantly improve the output MSE
in the slicer. Then, the Predictive Parallel Branch Slicer
(PPBS) can be employed to eliminate the dependencies
of the present and past decisions in order to reduce the
iteration bound of DFL. Finally, the MSE performance of
the proposed architecture is analyzed mathematically.
The theoretical results and computer simulation results
show that the output MSE of our proposed architecture is
superior to PIPEADFEIL.

II. Review of Pipelined ADFE Architecture
(PIPEADFE])

In [3], the Delayed LMS [6] and the technique of
Transfer Delay Relaxation [7] are employed to develop
the PIPEADFEL. Then, Sum Relaxation is applied to
pipeline the updating circuit of ADFE. The equations
describing the PIPEADFE! (see Fig. 1) are summarized
below:
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Fig. 1. PIPEADFE] architecture.

III. New Architecture of Pipelined Adaptive
DFE (PIPEADFE2)

In this section, we will
architecture of pipelined ADFE, which is referred as
PIPEADFE?2. . For clarity, we will demonstrate the basic
concept of PIPEADFE2 by a simple example. In this
example, we assume that the transmitted Binary Phase-
Shift Keying (BPSK) signals are passed through the ISI
channel, and the number of taps in FFF and FBF are N,

introduce the new

and N, , respectively. In the most wireline

communication systems, the channel impulse response
can be roughly estimated by the laboratory or field
measurement. However, the practical channel impulse
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response is still different from the estimated channel
impulse response. In this paper, we will exploit this
feature to develop the PIPEADFE2. According to the
roughly estimated channel response, we can calculate the
optimal coefficients, V,, for the first D, taps of the FBF
in PIPEADFE2, and fix these D, coefficients. Then, the
decision of slicer at time instance n, x(n) , can be

expressed as
(03]
&)

z(n) = F(n)" Y (n) + V."X(n) + B(n)" D(n),

x(n) =Q[z(n)],

where Q[#] is a BPSK slicer, ;(n) is the input of slicer
at time instance n, x(n) is the decision of slicer at time
instance n, x(n)e {+1,~1}, Y(n) is the vector of receiver

the input of FFF,
x(n-2) x(n-D)]" , the

samples in

X(n) =[x(n—1), is
input vector for the first D, coefficients in FBF,
D(n)=[x(n-D,~1), x(1-D,=2), - x(n=N,)J , is the
input vector for the rest coefficients in FBF, F(n) is the
vector of FFF coefficients, V, is the vector of the first
D, coefficients in FBF, B(n) is the vector of the rest

coefficients in FBF. Hence, this algorithm can be
considered as

a constraint optimization problem.

Mathematically, it can be expressed as follows.

Min{E(x(n) — z(m))*}, subject toV(n) = V., @
where E(®) represents the expectation operator.

By using the above settings, the Predictive Parallel
Branch Slicer (PPBS), which is similar to the Look-
ahead Computation [2], can be employed to eliminate the
dependencies between z;(n) and X(n) in order to
pipeline the DFL. The inputs of PPBS, b(n), can be

written as

b(n) = F(n)" Y(n)+B(n)"D(n). ®
It also can be expressed as
b(n) = x(n)~ V,"X(n) +7(n), 6

where 7(n) denotes the residual ISI and noise
components.

According to (6), we still need to remove the first D, ISI
terms in b(n). There are 2™ branches inside the PPBS as
shown in Fig. 2. In the PPBS, the past D, decisions,

X(n), are not available. In the branch j, we assume the



past decisions are, T, =[a a a,., 1", which

is called the tentative past decision. For convenience, we
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define a mapping function, ¢, as follows.

j=«T, =[a,,, az',,---,aqd.]’)=Zz°--*[(ai_, +1)/2}. (7)

This mapping function can be interpreted as a one-to-one
mapping from the index of branch to its corresponding
tentative past decisions. Hence, the tentative decisions in
the branch j, 4, are as follows.

d, =Q[b(n)+V,T,]. ®)

The tentative estimation error of each branch in the PPBS,
e, 1s as follows.

e, =d;~(b(m+V,'T)). ©)

Since V, and T, are fixed, V!TTJ can be pre-computed

in advance. The function in (8) and (9) can be
implemented using a fixed coefficient adder. Hence, the
hardware overhead and the critical path of PPBS are
quite small. Finally, the actual decision of PPBS, x(n),
is one of these tentative decisions, and x(n) depends on
the past of PPBS,
M=[x(n-1) x(n-2) x(n-D,))Y . Thus, x(n)
can be expressed as
x(n)=d;, s =¢(M). (10)

In general, the above operations can be implemented by

decisions

the 2" -to-one multiplexer. Moreover, the PPBS also
need to output the estimating error corresponding the
final decision of PPBS, x(#), in order to update the FFF
and the rest FBF coefficients. e(n) is shown as follows.
e(n)=e, , s=¢(M). §3))
This operation also can be implemented by the 2” -to-
one multiplexer.
The architecture of PIPEADFE2 with D, =3

(Speedup factor=4) is shown in Fig. 2. In general, the.

updating circuits applied in PIPEADFE2, WUF and
WUB, are similar to the PIPEADFEI [3]. Since there are

D, of extra delay elements in the DFL, the iteration
bound of PIPEADFE2 can be reduced to
(T,+3T,+T)/(D, +1), where T, is symbol multiplier
delay, T, is the adder delay, and T, is the slicer delay.

Then, the conventional retiming technique [1] can be
applied to pipeline the DFL. Compared with the
PIPEADFE], the total overheads of hardware complexity
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in the PIPEADFE2 are merely 2” adders and two 2” -
to-one multiplexer. Due to the inaccuracy of this roughly
estimated channel impulse response, the output MSE of
PIPEADFE2 will be degraded as the difference between
the estimated and practical channel impulse response
increases. The detailed relation between the output MSE
and the inaccuracy of estimated channel impulse
response will be analyzed mathematically in the next
section. Moreover, it is obvious that the PIPEADFE2
becomes the PIPEADFE! when the coefficients of the
first D, taps, V,, in the FBF are zeros.

<
-

Fig. 2. The architecture of PIPEADFE2.

IV. Performance Analysis and Comparisons
of PIPEADFE2

In this section, we will show the relationship
between the output MSE of PIPEADFE2 and the
inaccuracy of the roughly estimated channel impulse
response by the mathematical analyses and computer
simulations.

A. Performance Analysis of PIPEADFE?

In the following analysis, the optimal coefficients
(Wiener solution) for the roughly estimated channel
impulse response be denoted

can as

W =[F" V] B.], where F represents the optimal _
coefficients of FFF, V.” and B’ denote the optimal

coefficients of the first D, taps and the rest coefficients



VT

14

in FBF, respectively. W, =[F/ B:] denotes the
optimal coefficients for the practical channel impulse

response, where F: represents the optimal coefficients
of FFF; V" and B! denote the optimal coefficients of

the first D, taps and the rest coefficients in FBF,
respectively . Here, we define the Inaccuracy Index,
_(V.=V))"(V,-V,)

r
H
VP VP

(12)

, to describe the inaccuracy of the first D, FBF
coefficients in PIPEADFE2. Clearly, the Minimum
Mean-square Error (MMSE) of PIPEADFE2 will be the
same as the conventional (serial) ADFE when the fixed
\'AR

coefficients, is equal to Vpr(l"=0). Assume the

autocorrelation of the transmitted data is oI, where o}
is the transmitted data variance. By apply the method in
[4]), the MSE of PIPEADFE2 given the first D, FBF

coefficients, W™ =[F" V. BT] , can be expressed as

J(W)=J ., +(W=-W)R,(W-W,)
RW P\'X PVD
=Jou, F(W=W) P, 1 0 |(W-W)
P, 0 o'l
, P
=J o, *K'RK+17[P, 0]k+k'[ (‘;"]r-yazr’r
13)
,where
. R,=E{{Y(n):'[Y'(n) D'} is the
D(r)

autocorrelation of the PIPEADFE2,
* R,, =E{Y(n)Y"(n)} is the autocorrelation of FFF
input samples,
* P,, =E{Y(n)X"(n)} is the crosscorrelation of
Y(n) and X(n) ,
*P, = E{Y(n)D" (n)} is the crosscorrelation of
Y(n) and X(n)
=k’ =[(F-F,)" (B-B,)’],
sr’=(V,-V,)".
Since R, is the positive-definite matrix, the Cholesky
factorization can be applied to factorize R, . That is,
R, =LL", where L is the lower triangular matrix. Then,

we can reformulate (13) as follows.
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J(W)=J (k)

=Jo, +(KL+[P," OJL) )Lk + L"[P‘;‘r])

-r’ [var o]Re-‘l:va

r+o’r'r
0

=J,., +HH+r (0 1-[p," oh,“[P(‘)’*])r

=J o, TH' H+1'Gr

=J,(H)

(14)
P
where G =(c21- [P, oh;‘[ ﬂ’
P

H =(L’k+L"[ ‘g‘r]). (15)

Because the r is fixed, the MMSE of the PIPEADFE?2,

J can be expressed.

I emin = Min{J (W)} = Min{J, (H)},

e,min >

16)
=J(H=0)=J, +J,

e,min

HH20 , J

Jioss interpreted as the MSE

of PIPEADFE2. define

Since

e.min 55

Basically, can be

degradation Here, we

S e s . . .
S, = % in order to describe how the inaccuracy index

of the estimated channel impulse response, I, affect
J

loss *

reformulated into the following form.

r'Gr
r'r

Since G is the Hermitian matrix. S, can be

5, =(

T, TD r
WV, =('—Qr,—r¢Q—')vp v, a7

where D, is the diagonal matrix, and Q"Q=1. From

(17), it implies the PIPEADFE2? is most sensitive to the
inaccuracy of the estimated channel impulse response

when r =c q,  , where q,, is the eigen-vector
corresponding to the maximum eigen-value of G, 4,,,, .
Therefore, we have the bound of J

S T=4,,, T2J,,..28

as

e, loss

-T=2

Mi]

-r. (18)

S, can be also interpreted as the sensitivity index of the
PIPEADFE2. As long as I' is under the tolerated range,
the output MSE of PIPEADFE2 can be lower than
PIPEADFE]. This tolerate range will be explained in the
following simulations.

e, loss MIN



B. Simulation Results of PIPEADFE2

In this subsection, we will show that the output
MSE of the proposed- PIPEADFE2 can be lower than
PIPEADFEl by the simulation results when the
estimated channel impulse response is accurate enough.
In addition, we will show the requirement of I" to
grantee that the output MSE of PIPEADFE2 is lower
than PIPEADFEL.

1. Simulation 1

In the Simulation I, the practical channel impulse
response we employ in our simulations is, h=[0.04, 0.05,
0.07, 0.21, 0.5, 0.72, 0.36, 0.21, 0.03, 0.07], which is
obtained by the typical response of a good-quality
telephone channel [5]. Assume the number of taps in FFF
and FBF are N, =12 and N, =7, respectively, and the
input SNR is equal to 18dB. Using the method in [4], we
can calculate the optimal coefficients the first D, FBF
coefficients the ADFE,

VPT =[-1.1321,-0.9955, -0.4725]. Hence, we assume
that the first D, FBF coefficients of the PIPEADFE?2 are
V,"=[-0.5661 -0.4978 -0.2362], which is obtained by

the optimal solution of the roughly estimated channel
impulse response in advance. From (12), the inaccuracy

for conventional

of V‘T, I', is equal to 0.25. The leaming curves of

conventional ADFE, PIPEADFEI, and PIPEADFE2 are
depicted in Fig. 3(a), and the three horizontal lines show
the theoretical MSE bounds of the conventional ADFE,
PIPEADFEI, and PIPEADFE2, respectively. Next, we
change the input SNR to 24dB and repeat the simulation,
and its simulation results are shown in Fig. 3(b). Based
on the simulation results shown in Fig. 3(a)(b), it
illustrate the output MSE of the proposed PIPEADFE?2 is
lower than the PIPEADFE] when r=[0.5661 0.4978
0.2362] in this example.

2.Sumulation 11

In the Simulation II, we will show the requirement
of I to grantee that the output MSE of PIPEADFE2 is
lower than PIPEADFE]. From (17), we can see that, as
long as T<J,, peiome /S » the output MSE of

PIPEADFE2 is always superior to the PIPEADFE]. We
will show this property by a simple example. Basically,
we will apply the same parameters and the channel
environment like the Simulation I except r . In this
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example, we will consider the three type of r, which are
r,r,andr,. (r,r,and r, arecV,, cq,,,and
¢4, - Tespectively. ) Then, we will observe their
maximum achievable MSE at different I by the
simulation results and the theoretical results. By the
method in [4], the minimum achievable MSE of the
PIPEADFE2 is

J,

€.min

Ny+Np-D| )

1= D uh 2= p)

MSE

w.PIPEADFE2 —

(19)

, where u is the step size, 4, is the i-th eigen-vafue of
R, . The simulation results (dash line) and the theoretical

lower bounds (solid line) for each case are shown in Fig.
4. The PIPEADFEI is the case when ¢, V, =0. Assume

the MSE of the PIPEADFE2,
J s pirsavre = S; - T, is always lower than the MSE

degradation of PIPEADFEI, J,_ . eir: - Based on the

degradation

simulation results shown in Fig. 4 and (17), the
maximum inaccuracy index, I', must be smaller than
J o rpeaorer [ S =0.1442 in order to grantee that the
output MSE of PIPEADFE?2 is lower than PIPEADFEI.
In other words, |c,q,,,, | must small than |0.6-q,, |=[-
0.3751 0.4244 -0.1979]]. However, we may loosen the
requirements in the practical situation since V_ is not
always in the direction of q,,,. In practical, since V,
are often the combination of all orthogonal eigen-vector
of G, the designers can store more than one V, in the
ROM, and select one, that can achieve the lower output
MSE.

C. Comparisons of Hardware Complexity

Next, we consider the comparisons of hardware
complexity between PIPEADFE] and PIPEADFE2
under the same speedup factor, N =D, +1. Since the
fixed coefficient adders and slicers in the PPBS can be
implemented using an adder, we treat these two
components as one slicer. The comparisons between the
PIPEADFE] and PIPEADFE2 with speedup factor=N
are listed in Table I.

V. Conclusions
In this paper, a new pipelined PPBS-based ADFE
using the roughly estimated channel impulse response is



presented. Compared with the algorithm in [3], we show
the output MSE of the proposed algorithm can be
improved by adding negligible overhead of hardware
complexity. It provides an alternative approach for the
design of high-seed pipelining ADFE when the output
MSE is critical.

PIPEADFE1};

i
i

PIPEADFE1

. W PIPEADFE2

Fig. 3. The learning curves of the conventional ADFE,
PIPEADFE]l, and PIPEADFE2 with (a) the input
SNR=18dB, (b) the input SNR=24dB.

{0.1442,0.1781)

Fig. 4. The output MSE v.s. the inaccuracy index, I".
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PIPEADFE1 PIPEADFE?2
Mult. in 2 N/ IN,
FFF
Mult. in
2(N,-N+1 2(N,-N+1
FBF (N, ) W, )
Total adder|2N, +2N, -2N | 2N, +2N,-2N
BPSK
1 N-t
Slicer 2
N-1
2" -to-1 0 )
MUX

Table I . Hardware complexity of PIPEADFE!1 and
PIPEADFE2.
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