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Abstract 

We consider a LAN environment in which two to- 
ken rings are interconnected via remote bridges. If.af- 
jic stpeams of two priority cleases w e  supported. We 
preaent an approach to characterize the output process 
of one token ring with a bridge node, wing a fphrrse 
Markov Modulated Poisson Process. Our numerical 
r e s u b  indicate that this approximated process can be 
much more accurate than the Poisson Process for the 
performance analysis of the br idge  node. 

1 Introduction 

In recent years, significant research has been ded- 
icated to message delay analysis for various token 
schemes or polling protocols. Basic performance re- 
sults of such networks are available in [l] and a sur- 
vey can be found in [2]. Most works assumed mes- 
sages arriving at a station to belong to a single class 
and employed a single service discipline, such as ex- 
haustive, gated, or limited. In practice, there may 
be many kinds of traffic coexisting in a local area net- 
work, such as voice, video, data, regular text, etc.. For 
example, modern integrated-services multiple-access 
networks and in particular high speed local area net- 
works are typically required to  provide "isochronous" 
and "asynchronous" type services. That is, a network 
can often be used as a multi-media communication 
system. Many approaches have been proposed to pro- 
vide access control for token networks or polling sys- 
t em which support multi-priority messages. For local 
area networks, much use has been made of the IEEE 
802.4 token bus [3] and 802.5 token ring [4] protocol 
recommendations, which can support up to 4 and 8 
different priority levels, respectively. For fiber-based 
local area networks, FDDI [5] specifies the use of an 
IEEE 802 token-bus type priority access scheme over 
a physical token-ring implementation. Several priority 
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access methods have been investigated in [SI, [7], [8], 
PI1 [101- 

There is always a limit to the number of stations 
that can be attached to a single local area network. 
In order to increase the number of stations and to ex- 
tend the distance covered by the network, local area 
networks closely located can be interconnected by a 
bridge or gateway, which is a station with special func- 
tions such as routing and store-and-forward operation 
for internetwork messages. Since internetwork mes- 
sages from all stations need to pass through the bridge, 
the latter can easily become the network bottleneck. 
Such interconnected local area networks are consid- 
ered in [ll], 131. The basic problem in analyzing 

output process of a local area network. And the out- 
put process of a local area network system depends on 
the protocol that has been employed. Such issues have 
been treated in [12], [14], [15]. Takine, Takahashi and 
Hasegawa [12] considered the polling system with a s- 
ingle buffer at each station. They obtained the output 
process at each station. This result was then applied 
to the throughput and mean waiting time analyses 
of an interconnected polling system which consists of 
several homogeneous stations with single buffers and 
a depot station (bridge) with infinite buffer. In [14], 
Bernoulli and first-order Markov processes were used 
to approximate the output process of a class of slotted 
multiuser random access communication networks. In 
[15], the idea of approximating the output process of 
slotted multiuser random access communication net- 
works by a 2nd-order Markov process was introduced. 

In this paper, we consider a system where two token 
ring networks with only two priority classes are inter- 
connected by two remote bridges (or gateways) and 
one full-duplex link. Each bridge provides two sep* 
rate buffers for each transmission direction. To achieve 
high throughput, the bridges perform only very sim- 
ple routing and store-and-forward functions, but not 
involved in error- or flow- control. For most bridges, 
their filtering and forwarding rates are usually very 
high, while the most frequently used links operate at 
1.544 Mbps (T-1 lines) and 56 kbps. Therefore, com- 

interconnecte d systems is that of characterizing the 
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paring the bridge processing time with the link trans- 
mission time, we find that the network bottleneck is at 
the bridge output link, especially for the link operating 
at  56 kbps. It indicates that the performance of the 
bridge node needs to be investigated. Since the output 
process of the token ring is bursty, we use a 3-phase 
Markov Modulated Poisson Process (MMPP) to ap- 
proximate this output process. In this 3-phase MMP- 
P, traffic streams of both priority classes are charac- 
terbed. We then employ the %phase MMPP a8 the 
arrival process of the bridge node for its performance 
analysis. 

The organization of the paper is as follows. In sec- 
tion 2 we describe the assumptions of our model and 
the justifications for these assumptions. In section 3 
we present an MMPP model for the output process 
of a token ring network and analyze the busy peri- 
ods on the ring. In section 4 we analyze the bridge 
performance. In section 5 we provide some examples. 
Finally in section 6 we present our conclusions. 

2 Model description 

In this study, we use one model for simulation and 
a second model for output process characterization. 
Since these two models are very similar, the following 
descriptions hold for both models unless stated other- 
wise. 

The local token ring considered here is assumed to 
contain g infinite buffer stations and one infinite buffer 
bridge node. And we assume the packet arrival pro- 
cesses at the ith station (1 < i < g) to follow the 
Poisson processes with arrival rates and A ~ z ,  for 
high and low priority packets, respectively. As to the 
packet arrival processes from the transmission link to 
the bridge node, the Poisson property usually does 
not hold. For simplicity, in the analytical model we 
still assume that they are and set their arrival rates 
for high and low priority packets to be AOH and AOL, 
respectively. This assumption is acceptable if the ar- 
rival rates AOH and AOL are not too large compared 
to the total arrival rates AH and A respectively, 
where AH = : = o A i ~  and Az, = i = o A i ~ .  More- 

priority classes at each station and the bridge node 
are assumed to be identical and independent Erlang-K 
distributions with mean b. Usually, the transmission 
rate for a token ring is 4 Mbps or 16 Mbps. It can be 
shown that the mean packet service time is in the or- 
der of mili-second. As to the walk time (due to the bit 
latency and the propagation delay) from the ith sta- 
tion to the (i+ 1)th station, since the bit latency is 1 or 
2 bits at each station and the bridge node, it is nearly 
a constant and is usually of only 2 to 5 bit duration 
in a small ring when the propagation delay is includ- 
ed. Obviously, the walk time can be assumed to be 
negligible when the packet length is long. Therefore, 
in the analytical model we also make a zero-walk time 
assumption. On the link, the packet service times are 
also assumed to be identical and independent Erlang- 
K random variables with mean K / p  for both priori- 
ty  packets. Under the above mentioned assumptions, 

over, the pac F et service time distri $, utions for both 

we can model the remote bridge node on a local to- 
ken ring as a single server queue with nonpreemptive 
priority queueing discipline as shown in Fig. 1. For 
multi-priority traffic, the arrivals from the local ring 
to the bridge node will be a superposition of several 
packet streams with general interarrival time distribu- 
tions and the output link can be modeled as the bridge 
server. So the general queueing model at the remote 
bridge node is a xi Gi/EK/l nonpreemptive priority 
queue. 

As to the medium access protocol, we em loy the 
procedure defined in IEEE standard 802.5 F]. Ac- 
cording to the standard, for the token ring with only 
two priority classes, when the token arrives at one sta- 
tion, the station will capture the token and transmit 
its packets if the priority levels of those packets are not 
lower than that of the token. Otherwise, the station 
only makes reservation on the token if it has packets 
to be transmitted, or just passes the token to the next 
station. When certain station captures the token and 
begins transmitting packets, high priority packets may 
arrive at the other stations. Then reservations can be 
made for these new arrivals on the transmission pack- 
et header in order to determine the priority level of 
the next released token. In IEEE 802.5 [4], the reser- 
vation field resides in the transmission packet header. 
If we neglect the propagation delay and the bit la- 
tency at each station, we have a system in which the 
stations with packets at the beginning of the current 
packet transmission could reserve their transmission 
rights on the reservation field. Besides, the station 
which upgrades the token priority should downgrade 
the priority of the token from high to low when al- 
l the high priority packet transmissions are finished. 
So that the low priority packets can be transmitted. 
The dwell time that the station can hold the token 
to transmit packets is called the token holding time. 
According to the length of the token holding time, we 
usually have three different dwell-time service disci- 
plines, limited-1 service; exhaustive service; and gated 
service disciplines. In our model, the service discipline 
at all stations and bridges are set to be limited-1. For 
video, audio and important data traffic, we can as- 
sign high priority to their packets in such a network 
to achieve better quality of service. 

3 Process characterization 

In this section, we show how to characterize the 
departure process of the token ring network, which is 
just the arrival process at the bridge node. In the first 
subsection, we map the departure process to a 3-phase 
Markov Modulated Poisson Process. Then we deduce 
the transition rates of the MMPP model in terms of 
system parameters. In the second subsection, we ana- 
lyze the busy periods and determine all the parameters 
described in the first subsection. 

3.1 Modeling approach 

The queueing model of an output link at the bridge 
on a token ring is a generic Ci Gj/EK/l queue, where 
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the interarrival time of the ith traffic class is of a gener- 
al distribution. However, several assumptions and ap- 
proximations are required to make the analysis of such 
queueing model mathmatically tractable. Therefore, 
an MMPP/EK/l/N model is used in this paper. That 
is, the superposition of Gi streams is approximated 
by the Markov Modulated Poisson Process (MMPP), 
and we set N large enough to approximate the infinite 
buffer assumption. For the token ring network with 
only two priority traffic classes, one 3-phase MMP- 
P model can be defined using the phase set H,L,I), 
where the phase H indicates the ring to be in t i, e busy 
period with high priority token, L represents the busy 
period with low priority token, and I denotes the idle 
period at the token ring network. According to the 
IEEE 802.5 standard, in phase I the token priority is 
low. 

We use the bphase'MMPP model as an approxim* 
tion of the packet arrival process at the bridge node. 
Fig. 2 shows the MMPP transition diagram. In phase 
H, high priority packets arrive with a rate equal to 
a, following a Poisson process, but low priority pack- 
et arrivals do not occur. In phase L, both high and low 
priority packets arrive according to Poisson processes 
with rates equal to a,, and cyG respectively. However, 
in phase I, since the system is idle, neither high nor 
low priority packets will arrive. When the system is 
idle, the first arrived packet which changes the system 
state from idle to busy should capture the low priori- 
ty token and begin its transmission, independent of its 
priority class. Therefore, there is no transition prob- 
ability from phase I into phase H. Furthermore, since 
we assume high and low priority packets to arrive at a 
token ring according to the Poisson processes with to- 
tal rates AH,  AL respectively, the idle period duration 
is an exponentially distributed random variable with 
mean h+. As a result, the transition rate from 
phase I into phase L is equal to A = AH + A L .  There- 
fore, the generator matrix for denoting the transition 
rates among phases { H, L, I } is given by 

H+ L 

H L I 
- (hi  + ha) hi 

T =  [ 11 -(11 + l a )  :; ] . 
I 0 A -A 

In the following, we derive the parameters which 
are needed for our MMPP arrival process model. Once 
they are obtained, we can then proceed to the perfor- 
mance analysis of the bridge. From Fig. 2, the follow- 
ing two global balance equations are readily obtained. 

( h + h a ) P w  = ZIP& (1) 
(21 + k?)pL = hlPH -k API , (2) 

where PH,  PL, and PI are, respectively, the proba- 
bilities that the system lies in phases H, L, and I in 
steady state. Obviously, PH + PL + PI is equal to 1. 
And one can easily derive the mean sojourn times of 
the phases H, L, and I to be given by : 

(3) 

- 1 I = -  
A '  

(4) 

(5) 

where H is the random variable representing the 
length of the busy period with high priority token; L is 
the random variable indicating the length of the busy 
period with low priority token; and I is the random 
variable denoting the len th of the idle period. 

Solving equations (l)-f4), we have 

(7) 

(9) 

Next, let the probabilities of high and &3w priority 
packets in the local token ring being routed to the 
remote one be given by PRH and PRL, respectively. 
We assume that packets coming from the remote token 
ring will not be routed back. Since the mean service 
times of high and low priority packets are both equal 
to b, and by the flow conservations during phases H 
and L, the parameters a,, a,, and a,, must satisfy 
the following equations: 

Moreover, since all the low priority packets depart 
from the ring in phase L, one should obtain 

(12) 
i=l 

That is, the expressions for a,, a, and a,, are given 
by 

- -  
Once the values of H ,  L ,  P H ,  PL, and PI are de- 

termined, one can calculate all the parameters for the 
MMPP model by equations (6)-(9) and (13)- 15). We 
now proceed to derive close form formulas I or these 
parameters. 
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3.2 Busy period analysis 

that 

and it is easy to show that 

For an M/G/l queueing system, it is well known 

H:(s)  = @[S 4-  AH(^ - H?(s ) ) ] ,  (16) 

~m = ~ " 1 ~  , (17) 
where H: s) is the Laplace-Stieltjes Transform (LST) 
of the ran 6 om variable H,, which denotes the length of 
the busy period with high priority token started with 
n(n 2 1) number of high priority packets; and B*(s) is 
the LST of B(t )  which is the CDF of the packet service 
time distribution for both priority packets on the local 
token ring. Therefore, the LST of the random variable 
H can be obtained from the following equation. 

m 

H * ( 4  = Cpnm) 1 (18) 
n=l 

where fi is the probability that there are n number of 
high priority packets in the system at the beginning 
instant of phase H, and it is given as below: 

The first (second) term in the summation accounts for 
the condition that the packet served just before the H 
period is a low high) priority packet. The parameter 

be served next, given that there are m number of high 
priority packet arrivals at the present service time, and 
it is of the form: 

a, is the proba b ility that the low priority packet will 

j - 1  

* {I- (1 - A k L & k ) )  i (20) 
k = i + l  

where the indices i, j are the relative locations on the 
ring, and &k is the conditional mean cycle time in 
phase L, given that there is a packet served at  station 
i and no packets served between stations (i+l) to (k- 
1). For token ring networks, &k can be approximated 
as 

m 

&a z b+ Y(1-L e - X j " ' d B ( t ) ) + A j L E i k } .  

j #i ,- ,k - 1 

(21) 

Subsequently, can be written as 

As to Ph in (19), it is a normalization factor equal to 
the probability that an arbitrary packet transmission 
in phase L leads to a state transition to phase H, and 
is expressed as 

Ph = a 1  lw h H t e - ' n t d B ( t ) +  

For most traffic conditions, we find that the terms 
a, (m 2 2 are negligible. So from (18) we can ap- 
proximate t 1, e mean value of H as 

rm 

where pn is the utilization of the token for high prior- 
- ity class packets and is equal to AHb. And from (16) , 
H I  is given as 

Next, we will derive a formula for the mean value of 
the busy period L. The system time can be combined 
by H, L, and I as shown in Fig. 3, where it shows 
the only two possible cases between two subsequent 
high priority token periods H. When we set the walk 
times to be zero, then in steady state, PI which is the 
probability of the system being idle is equal to 1 - p, 
where p is the utilization of the token for both priority 
packets and is equal to Ab. For ergodic processes, one 
can look at the probability PS as the percentage of 
time in the steady state that the system is in phase S, 
where S = H, L, I. Thus, one can show that 

- 
U 

where TL is the length of the period between two sub- 
sequent high priority token periods H; and NI is the 
number of idle periods in a TL period. In Fig. 3, 
let the probabilities that the period H followed by I 
and L be equal to Pa and Pa, respectively. Obviously, 
Pa + Pb must be equal to 1. Since Pa is equal to the 
joint probability that there are no low priority packets 
in the system at the packet departure instant and no 



low priority packet arrivals occur during phase H, we 
can approximate Pa as 

(28) 
J o  

where pI. is the utilization of the token for low priority 
class packets and is equal to A L ~ ,  and 

P b = l - P a .  

Then according to Fig. 3, we have 

The probabilities that the system will change to 
phase I and phase H at the packet departure instan- 
t, given the system in phase L, are approximated by 
(f 7 phand P h ,  respectively. So the transition proba- 
bility om phase L into phase H is equal to 

p h  
P h + ( l - p )  - 

Now, we can calculate NI from the following equation: 

Using equation (27), we can obtain as follows: 

And according to equation (29), we have the following 
formula: - - -  

- TL-NII L =  - 
NI +pb ' 

All the parameters that will be employed for the 
analysis of an MMPP/EK/l/N model are now avail- 
able. 

4 Performance analysis at the bridge 
node 

In order to solve the stationary state proba- 
bilities of the EK/l/N queue, we define 

) as the system state process 
stationary state probability, 

where 
n : total number of packets in the system, 0 5 

i : the phase in which the state lies, and we 
let i be equal to 0, 1 and 2 for phases H, 
L and I, respectively, 

j : the number of low priority packets waiting 
in the buffer, 0 5 j 5 n - 1, 

n L  N ,  

k: : the service class, and k is set to be 1 and 
2 for high and low priority packets in ser- 
vice, respectively, 

s : the service stage, s = 1,2, - , K. 

From the above definitions, it can be found that 
( la(t),.i(t), j t ) , h ( t ) , s ( t )  ) is a Markov process. Be- 
sides, it can e easily shown that the total number of 
states is [3+ 3 K N ( N  + 1 1. 
denoting as Q (described in Appendix) satisfies the 
following equations 

The generator matrix 2 or the system state process, 

Q l = O ,  rIQ=O, n l = l ,  (32) 

where 1 represents the vector [I, 1, .. e ,  1IT with di- 
mension [3 + 3 K N ( N  + l)] and l l  is a vector of 
P(n,i,j,k,a) with dimension [3+ 3 K N ( N  + l)]. 

Once P(n,.i, j ,  k, s) is obtained by equation (32) and 
a corresponding Q matrix, various performance me* 
sures can be calculated. For example, the first moment 
and second moment of queue length formulas can be 
derived as follows. 

Let the mth moment of queue length for high 
and low priority packets be denoted as Q(")(h) and 
Q(")(l), respectively. They can be shown to be given 
by 

N 2 n-1 2 K 

5 Numerical results 

In this section, several examples are provided to il- 
lustrate the accuracy of the analytical results present 
in previous sections. The parameters used in the simu- 
lation model are specified as follows. The traffic condi- 
tions and network topology on the two interconnected 
token rings are identical. The transmission rate is 4 
Mbps for the two token rings. The speed of the trans- 
mission link between bridges is set to be one third 
of the ring speed for simplicity. This assumption al- 
so takes into account certain overhead existing in the 
DS-1 link (1.544 Mbps). The mean packet length is 
4 kbytes for both priority packets. The walk time is 
constant and is set equal to 4 bits or 1 pi. The routing 
probabilities, PRH and PRL are both equal to 0.5. 

Figures 4 and 5 show the average busy period 
lengthes of H and TL. We consider two traffic con- 
ditions in which the low priority traffic load is set to 
be 1/3 and 2/3 of the total traffic load, respectively. 
When the low priority traffic load is dominant, our 
analytical results are very closed to the simulation s- 
tatistics with only a few percent of errors. In Fig. 
6,  the average queue lengthes of both priority packets 

488 



versus the total tr&c load on the link are shown. The 
second moment behavior of the queue length is shown 
in Fig. 7. We observe that the MMPP model is much 
better than the Poisson assumption at medium and 
heavy traffic load. But when the traffic is lightly load- 
ed, the Poisson assumption is also good. This results 
can be explained as follows. At light traffic load, the 
output process of the token ring network is almost 
determined by the arrival process on the token ring 
network, which is a Poisson process aa we assumed, 
so that the output process is very close to the Poisson 
process. But at heavy traffic load, the output process 
is dominated by the packet transmission time distribu- 
tion on the ring. When the packet transmission time 
is close to a constant, e.g. the Erlang-4 distribution 
used in our examples, the approximation of the output 
process using a Poisson process does not serve well. 

6 Conclusions 

The token behavior of a token ring network sup- 
porting two priorities haa been analyzed by analytical 
methods. Also, we have characterized the output pro- 
cess of token ring networks in an internetworking en- 
vironment. We have then used this process, which is 
equivalent to the bridge inflow process, to analyze the 
bridge performance. The numerical results presented 
in this paper suggest that when the packet length is 
not exponentially distributed, the Markov Modulated 
Poisson Process is a good approximation to the out- 
put process of a token ring network. These results may 
be applied to a LAN internetworking environment in 
which ATM or DQDB networks are used as the back- 
bone and the packet length is of general distributions. 
In the future, the performance of a finite buffer bridge 
with different buffer sharing schemes may be analyzed 
by using this bridge inflow process. 
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Appendix 

Explicit expression for Q 

In the appendix, we will let the generator matrix for 
denoting the transition rates among .phases (H, L, I} 
be 

With the help of the state transition diagram, the 
generator matrix Q for the 3-phase M M P P / E K / ~ / N  
is given by the following : 

n = O  1 2 ... ( N - 1 )  N 

0 1  

D(0) A(1)  0 e * *  ... 
M ( 1 )  D ( l )  '.. ' * .  

* .  .e. D ( N  - 1) A [ N )  1 
L o  ... ... 0 M ( N )  D N )  

The detailed submatrices of Q can be expressed as 
follows, where the representations of the submatrices 
A, D ,  and M follow the convention used in [16]. 

a2,6X 3 1 a1,1 a1,z * * .  a1,6K 

a3,l a3,Z * * *  a3,6K 
Q,, i = l , j = l  

CY,, i =  2,j .= 3 K +  1 
0 ,  dherwzse 

i =  2 , j  = 2K + 

' h € i  

A ( k )  = [ 0 A,, :] , IC 2 , * . - , N .  
6K(h-l)X6Kh 

0 0 0  

A,, 0 A,  0 * * e  

. ... 0 1  0 

0 A,, 0 A,  *. 

2K(k-l)X2Kk 
i, ..: 

A,, = 

- where I A,, = d k g [  O[,,,~--,(;Y~~ ] 

, 

... 0 qi j  ZKk x ZKk 

and 

490 



with 

all i #  K,2K,. . . ,2kK,j=i+l  
= { i: otherwise 

, k = l , - . * , N .  

r ml i 
i = K,2K 

4 K  X aK 
Ma=[ 9 Mi0 O I  

, k = 3 , - * * , N .  
aKhXaK(b-1)  

G2 

>I-(+ Bridge Buffer 

Fi4ure 1: The queueing model of the remote 
bridge (GI for high priority stream and Ga for 
low priority stream, p is the link service rate). 

Figure 2: The MMPP transition diagram 

Figure 3: Two possible sequences of I-L periods 
between two subsquent periods H. 
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Figure 4: Average busy period length of the high 
priority token versus total traffic load. 
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Figure 5: Average busy period length of the low 
priority token versus total traf€ic load. 
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Figure 6: First moment of the queue length at __ 
the bridge node. 

Erlang-4 Service Time Distribuhon 
P" : P r - I : 2  

20 (1) Rgh Pnority Traffic 
(2) Low Rionty Traffic 
- MMPP 

15 - ----Poisson 
*** Simulahon Results 

- 

10 - 

5 -  

0 
01 0 2  03 0 4  0 5  0 6  0 1  0 8  0 9  1 

Total Traffic Load 

Figure 7: Second moment of the queue length at 
the bridge node. 
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