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Abstract 
A window-based t o k e n  ring protocol supporting t w o  

pr ior i ty  t r a f i c  s t reams is proposed. This protocol uses  the  
circulating w indow t o  l imi t  t he  packe t  t ransmiss ions  of 0 to- 
k e n  holding station. Packe ts  arrived during 0 window period 
are always t ransmi t ted  before those arriued during subsequent 
window periods. Nonpreempt ive  pr ior i ty  service discipline is 
w e d  t o  service high pr ior i ty  packets.  A call admiss ion  control 
policy based o n  delay bound is t h e n  employed t o  guarantee 
QoS such  as the  packe t  delay, delay j i t t er ,  and the  packet 
loss-free requirement f o r  both pr ior i ty  traff ic streams. Under  
such  window-based t o k e n  ring operation and the  call admis- 
s ion  control, packet arrivals w i th in  0 window period is guar- 
anteed t o  be t ransmi t ted  in the  n e x t  window period and the  
ne twork  output t r a f i c  c h a r a c t e ~ s t i c s  become predictable. 

1 Introduction 
Future high speed networks have been designed and ex- 

pected to support a wide range of real-time communication 
services. Such real-time communication services usually need 
to have performance guarantees. Hence, it is important to 
design the medium access control policy for local area net- 
works in order to  allow packet streams of different traffic 
characteristics to  be provided with guaranteed performance 
as they experienced in a high speed backbone. For high 
speed networks, the packet loss probability is one of the 
most important qualities of service. Thus, it is important 
to  design an  appropriate buffer space for the network inter- 
faces, switches, etc. However, it is usually not easy to cal- 
culate the buffer size satisfying the packet loss probability 
requirement if no call admission control policy is employed. 
For these purposes, the concept of non-work-conserving dis- 
cipline becomes popular. In [l], a new service discipline, 
called the Rate-Controlled Static-Priority ( RCSP ) queue- 
ing discipline, is proposed to  provide the throughput, delay, 
delay jitter, and loss-free guarantees in a connection-oriented 
packet-switching network. In [2], a congestion monitor strat- 
egy, called the framing strategy, for integrated services pack- 
et networks is investigated. Meanwhile, in order to provide 
connectivity t o  a large variety of users, local area networks 
are often connected t o  a high-speed backbone network such 
as the ATM switching network via bridge or gateway nodes, 
as shown in Fig. 1. For a local area network connected 
to a high speed backbone, the characteristics of its outgo- 
ing traffic which goes through the backbone have significant 
impact on the performance of the high speed backbone n- 
odes. Therefore, it is essential to  employ analytical methods 
to characterize the output process of a LAN IWU before re- 
serving necessary resource on the backbone nodes. Recent 
works such as [3, 41 have focused on such issues. 
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Figure 1: The internetworking environment. 

Among many local area networks, the token-passing net- 
work architecture such as IEEE 802.4, 802.5, and FDDI have 
been popular and widely deployed for many years. In these 
networks, multiple priority traffic streams are supported. Re- 
cently, many new architectural designs for improving the to- 
ken ring network performance on different aspects have been 
proposed. However, these protocols have been primarily de- 
signed with the objective of maintaining satisfactory perfor- 
mance on the average delay, the average throughput and the 
fairness [5, 61. In [5], token ring protocols with concurrent 
multiple transmissions are proposed. In [6], the helical win- 
dow token ring is designed t o  reduce the variance of system 
delay and improve the fairness. In these papers, little atten- 
tion is paid to the protocol design of token ring networks to  
the worst-case performance objectives. Therefore, facing the 
demand of real-time and priority traffic which has stringent 
constraints on the worst-case delay and jitter performance 
in token ring networks, we believe this is an area requiring 
further studies. 

In this paper, we propose a new token ring protocol, called 
the window-based token ring protocol, for controlling posses- 
sion of the token among stations. Two priority classes are 
supported. A call admission control policy is then employed 
to guarantee the packet delay, packet delay jitter and the 
packet loss-free requirements for both priority traffic stream- 

The organization of this paper is as follows. In section 2 
we describe the network model and assumptions, and then 
present the window-based token ring protocol. In section 3 
we consider the admission control conditions that can pro- 
vide performance guarantees. In section 4, the output traffic 
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characteristics are derived for both priority traffic streams. 
In section 5 several numerical examples are provided. Finally 
in section 6 we present our conclusions. 

2 The Window-Based Token Ring Protocol 
The network model and assumptions are described as fol- 

lows. The token ring environment consists of g stations, 
which can be end-stations or internetworking devices (in- 
cluding bridges, gateways, routers ). For each station, traffic 
streams of two priority classes are supported. The packet 
lengths of high and low priority traffic streams are constants 
I H  and IL, respectively. For the rest of this paper, we also 
employ the capital alphabets “H” and “L” to  denote vari- 
ables for the high and low priority traffic streams. The packet 
header length for both priority packets is equal to A. The 
transmission rate of the token ring is C. The propagation 
delay and bit latency from the i th  station to  the (i + 1)th 
station is assumed to  be a constant ui, and the ring latency 
for an idle token t o  circulate the ring one cycle is equal to 
C~==lu~, which is denoted as U. We also assume that the 
token ring network contains no packets initially. 

The window-based token ring protocol is similar to  the 
IEEE 802.5 token ring protocol. However, the window-based 
protocol employs the circulating window to  limit the packet 
transmissions of a token holding station. And packets arrived 
during a window period are always transmitted before those 
arrived during subsequent window periods. Hence, the op- 
eration of the window-based token ring protocol approaches 
that of a single-server queueing system with the FCFS ser- 
vice discipline if the window size is small. This becomes the 
major difference between the proposed window scheme and 
the IEEE 802.5 token protocol. For the window-based token 
ring, the length of a priority-p window is equal to  W,, where 
p = H ,  L. Here, we assume that WL is equal to ~ W H ,  
where a(a 2 1) is an  integer. The window boundary can 
be marked by the window marker which circulates the ring 
periodically, and we call this marking scheme as the circu- 
lation marking scheme. In order to  avoid conflict between 
window marker and packet transmission, we assume a sepa- 
rate control channel is reserved on the ring. In practice, this 
control channel can be implemented using TDM method as 
in FDDI-I1 or directly employing a separate control link. If 
the clocks of all stations on the ring can be synchronized, an- 
other marking approach can be employed. In this case, each 
station can mark its own packets independently according to  
its clock based on the window lengths WH and WL. This 
approach is called the distributed marking scheme. The ad- 
vantage of this scheme is to  aviod the propagation delay of 
the window marker and the conflict between window marker 
and packet transmission. In the following section, we consid- 
er the admission control conditions for both the circulation 
and distributed marking schemes. 

In this paper, we say that the priority-p packets arrived 
during the n-th priority-p window period become eligible to 
transmit at time T, only when T, satisfies the following con- 
ditions: T, is larger or equal to  the beginning time of the 
(n+ 1)-th priority-p window period; all the priority-p packets 
arrived before the c t h  priority-p window period are trans- 
mitted before time T,. Since two priority traffic streams co- 
exist in this token ring network, a priority mechanism similar 
to IEEE 802.5 reservation scheme is employed to  control the 
access to the ring. Under this window-based token ring pro- 
tocol, a station can capture the token only when it has at 
least one eligible packet whose priority is equal to or larger 
than the priority of the token. In addition, a station which 
has eligible high priority packets to  transmit can make reser- 
vation on the busy token residing in the packet header so 
that high priority packets can be served as soon as possible. 

Figure 2: The window-based token ring with W, = ~ W H  
represented in space-time diagram: (a) low priority packet 
arrivals and low priority window marker trajectory, (b) high 
priority packet arrivals and high priority window marker tra- 
jectory, and (c) the token trajectory in space-time. 

If no high prioritly packet reservation is made, then eligible 
low priority packets can be served immediately. After the 
packet header returns to  the source station and no eligible 
packets can be transmitted, the token must be released im- 
mediately. In Fig. 2,  the trajectories of the token and the 
window markers are shown to illustrate typical operations of 
the protocol, wheire “ # ” represents the arrival of a high pri- 
ority packet and I‘ x ” indicates the arrival of a low priority 
packet. Based on the above descriptions, we observe that if 
the token ring speed is very high (2 100 Mbps ), the station 
may need to wait for the packet header to return when it 
completes a packet transmission. Thus, the minimum inter- 
val between two consecutive packet transmissions is larger 
than the packet siervice time and depends on the length of 
the ring latency U. In order to simplify the notation in the 
following analysis, we use b p ,  p = H, L, t o  denote the token 
holding time per packet and it is given by 

where A is the length of packet header. 

3 Call Admission Control 
3.1 Traffic Specification 

We first assume each station supports exactly one con- 
nection, which includes one high and one lour priority packet 
streams, and an  admission control mechanism is operated. 
Under the call admission control, each station needs to  spec- 
ify the traffic characteristics of its connection before the con- 
nection is admitted for both streams. We use the concept 
of traffic specification in [7] and the ATM Forum UN1 Spec- 
ification [8] and define the traffic descriptor (X, T, r,  I) for 
each connection. Here, I is the packet length, X indicates 
the minimum packet interarrival time, which is correspond- 
ing to the peak rate parameter. T represents the minimum 
average packet interarrival time. Note that the inverse of T 
is equivalent to tbe sustainable packet rate, or the maximum 
average packet rate. T denotes the burst tolerance, which 
is the maximal amount of time that is allowed for the ac- 
tual packet arrival to be earlier than the theoretical packet 
arrival time predicated, under the assumption that any two 
consecutive packets are separated by the interval T. The pa- 
rameter r is identical t o  that defined in the GCRA scheme 
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of [8]. In other words, the traffic descriptor ( X ,  T, r, I )  indi- 
cates the following traffic characteristics of a packet stream: 
each packet is of length I; the packet stream conforms with 
the GCRA scheme (T, 7); in addition, the packet interarrival 
time is larger or equal to  X. The priorit p traffic stream 

p =  H , L  and i = 1 , 2 , - - - , g .  
According t o  the calculation procedure in [8] , the number 

of priority-p packet arrivals at the i t h  station in a duration t 
is bounded by a limit N;( t ) ,  which is given by ( see section 
3.6.2.4.3.3 in [8] ) 

in the i t h  station is specified as (q, Ti 8- , rip, l p ) ,  where 

t + rp t 
Nip(t) = m i n C L 1 + 2 1 ,  11+ ,PI) 7 (1) T 

where 1.j stands for the integer part of 2. Using these traffic 
characteristics, the network packet delay and no loss packet 
transmission can be guaranteed if the call admission control 
operates correctly. In the following, we will show that if the 
admission control conditions are satisfied, the packet delay, 
packet delay-jitter, and packet loss-free requirements can all 
be met. 
3.2 Admission Control Conditions 

According t o  the protocol we proposed, the network per- 
formance can be guaranteed only if the packet arrival stream 
is strictly controlled a t  each station before their admission 
and the packet arrival pattern of each admitted stream al- 
ways conforms with their traffic descriptor. In this section, 
we consider the admission control conditions that can guar- 
antee the delay to  be bounded under the assumptions that 
the priority-p traffic stream at the i t h  station follows the traf- 
fic specification (Xi", q, T?,  lp) for all i and there are no 
packets at all stations initially. First, we study the condition 
that distributed marking scheme is employed. 

Theorem la: A s s u m e  tha t  t he  distributed mark ing  
scheme is employed. According t o  (1), let N ~ H  denote 
N . ~ ~ ( W H ) ,  N!H denote N~N(WL),  and N;L denote N~(WL). 
T h e n  the  higk and low pr ior i ty  packet delays are bounded by 
2wH and ~ W L ,  respectively, i f  t he  following conditions are 
satisfied. I 

2b, + N a b n  5 WH - U , (2) 

(3) 

i = l  
9 

C ( N i H b ,  + N i L b , )  5 W L  - ( a +  1)u . 
i= l  

The key observation for understanding the theorem is that 
in each priority-p window of length W,, if the maximum 
total work load is no more than the time that can be used 
to transmitted packets, then all packets can not be delayed 
more than two window periods. For the circulation marking 
scheme, another worst case propagation delay U due to the 
marker should be considered. Thus, we have the following 
theorem. 

Theorem lb: Assume that t h e  circulation mark ing  
scheme is employed. According t o  (1), let Nix denote 
N,H YH) ,  Nil denote N i w ( W ~ ) ,  N;L denote N ~ ( W L ~ .  T h e n  
the  L I g h  and Kw pr ior i ty  packe t  delays are bounded y 2 W H  
and ~ W L ,  respectively, i f  t he  following conditions are satis- 
fied. 9 

2b, + C N i X b ,  < WH - 221 , 

C ( N i H b ,  + N i L b , )  I WL - ( a  + 2)" . 

(4) 

(5) 

i=l 
9 

i=l 

Using Theorems la and lb, one can then employ the fol- 
lowing call admission policy a t  each station to  guarantee the 

bounded delay for each traffic stream. When a request for a 
new connection arrives at the i th  station, its traffic charac- 
teristics must be reported in the form of the traffic specifica- 
tion (Xi", Tip, T:, l p ) .  The inequalities (2)-(3)  or (4)-(5) are 
then tested. If all these inequalities for both priorities are 
satisfied, the connection is permitted to be established. Oth- 
erwise, this request is rejected by the call admission mecha- 
nism. One can observe that the delay jitter is also bounded 
if the call admission control is applied. Therefore, the same 
call admission conditions and traffic specification method p- 
resented here can be directly applied. 
3.3 Buffer Requirement 

In order to guarantee loss-free for packets under the 
window-based token ring protocol, the traffic characteristics 
must conform to the traffic specification defined in Section 
3.1 and a call admission control policy must be employed. 
The following theorem establishes the conditions for packet 
loss-free at each station, provided that the channel is error 
free. 

Theorem 2: A s s u m e  that  the  call admiss ion  conditions 
in T h e o r e m  l a  or l b  are satisfied. According t o  (l), if t he  
buger  sizes B ~ H ,  B ~ L  f o r  high and low priority t r a f i c  s t reams 
a t  the ith s ta t ion  are given by 

B ~ H  L N;W(~WH),  (6) 
&L 2 N,"(%WL) , (7) 

t h e n  there will be n o  packet loss a t  the  ith station. 
In Theorem 2, no assumption is made regarding the buffer 

sharing policy. Therefore, a total buffer of the size B ~ H  + B ~ L  
a t  the i th station is sufficient to avoid its buffer overflow. 

4 Output Traffic Characteristics 
In this section, the output traffic characteristics of a 

window-based token ring network with call admission con- 
trol policy presented in Section 3 are derived. We employ 
the traffic characterization method used in [4] to  determine 
the output traffic characteristics of the window-based token 
ring network with call admission control. The procedure is 
as follows. First, the input traffic descriptor ( X , T , 7 , 2 )  is 
translated into Cruz's traffic characterization form ( or sim- 
ply called Cruz's form ) R - (a,p),  for each input traffic 
stream. Next, we derive the output traffic characteristics 
in Cruz's form and then translate the output traffic char- 
acteristics from the Cruz's form back t o  the original traffic 
descriptor (Xout ,  Toutt Tout, I ) ,  where the subscript out indi- 
cates the output traffic stream. Before deriving the output 
traffic characteristics, several notations are defined as fol- 
lows. 

Rf : packet rate function of priority-p traffic 

RP : aggregate packet rate function of priority-p 

RZut ; output packet rate function of priority-p 
traffic stream on the ring 

aip : maximumallowance of burstiness for priority- 
p traffic stream at station i 

07 : maximum aggregate allowance of burstiness 
for priority-p traffic stream on the ring, 

pr : maximum average packet rate of priority-p 
traffic stream at station i, 

p p  : maximum average aggregate packet rate of 
priority-p traffic stream on the ring. 

In the following, we will find RP N ( c f , , f )  that satisfies 

stream at station i 

traffic stream on the ring 

the burstiness constraints. First, we know that ly RTdt  1. N!(y- z) (8) 
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and the maximum value of the long term average packet rate, 
pi’ , must be equal to  & by the flow conservation law. Hence, 
from (8) and (1) we have 

[ R T d t  5 1 +  y - z + q  

T 

where 

(9) 

Here, we consider the sequence oftime epochs at which pack- 
et transmissions terminate as the output process of the token 
ring. We proceed to  derive the output traffic characteristics 
of a given input traffic with the form RP - ( u p ,  p p ) .  Accord- 
ing to  the above definition, RP and RT are related by 

9 

l y R p d t  = l y E R : d t  . 
i=l  

From (12), it is easy to  observe that up = c:=’=,n:, p p  = 
E:=’=, p;P. Thus, we have obtained the Cruz’s form for the 
superposition of input traffic streams. In order to derive 
the output traffic characteristics in Cruz’s form, we need to 
observe the packet transmission activity within an  arbitrar- 
ily given interval with non-zero length, under the proposed 
window-based token scheme. Let [z,y] be such a nonempty 
interval, and let (z - A) be the beginning of the priority- 
p window that contains the time epoch z, (y - A’) be the 
beginning of the priority-p window that contains y, where 
0 5 A,A’ 5 Wp. Under the distributed marking scheme 
and the call admssion control policy, the number of priority- 
p packet departures during the interval [=, y] must be smaller 
or equal to the number of priority-p packet arrivals during 
the interval [z - A - W,, y - A’]. Therefore, by examing 
the transmission activities during the interval [z, y], one can 
derive the Cruz’s form for the output process 

y-A’  ly R;,,dt 5 / Rpdt 

5 
X-A-Wp 

u p  + p p  (y - z + A - A‘ + W,) (13) 

Since 0 5 A, A’ 5 W,, the value A - A’ is not larger than 
the value W,. By rearranging (13), one can derive 

~ y R ~ , t d t  5 n p  + 2ppW, + pp(y - =) . (14) 

By (14), we directly obtain the output traffic characteris- 
tics for priority-p traffic stream in Cruz’s form, as shown in 
the following. 

R;Ut - ( u p  +2ppWp, pp) . (15) 

During the busy period, one can observe that the minimum 
packet interdeparture time xut is just the token holding 
time per packet b p .  Therefore, from equations (10) and (ll),  
we can obtain the traffic parameters for output traffic stream- 
s as follows. 

100 7 I 
C = 16 Mbps 
Mean packet interarrival time = 100 ms 
Packet lenfi = 1 Kbytes 
(WK , W ~ r ) = ( S O m s , l L ” s )  
(1) Burst tolerance = 50 ms 
(2) Burst tolerance = 200 ms 
(3) Burst tolerance = 800 ms 1 

301 \ 

0 L J  
0 0 2  004 006 008 01 0 1 2  014 

Peak rate ( packeWms ) 

Figure 3: The maximum number of admitted stations versus 
the peak rate. 

With these results, the output traffic descriptor can be writ- 
ten as ( b p ,  ToPut, &, I , )  for priority-p traffic streams. When 
the circulation marking scheme is employed, the procedure 
is the same. So we omit it here. 

In many occasio’ns one may only concern the output traffic 
characteristics of i5 single connection, rather than the total 
traffic characteristics. In the following, we present a proce- 
dure to characterize the output traffic of a single connection 
while assuming thist each station supports only a single con- 
nection. For the individual output traffic characteristics of 
the Gth station, its derivation is similar to  that of the ag- 
gregate output tra.ffic except that CP and p p  are replaced by 
a: and pi‘ , respectively. Since the walk time between neigh- 
boring stations is arbitrary in our model, for the case that 
multiple connections are supported by one station, one may 
simply treat the end point of each connection as a “virtual” 
station in the model and follows the same procedure to  de- 
rive the output traffic characteristics. The details are thus 
omitted. 

5 Numerical1 Examples 
In this section we consider several examples. In all exam- 

ples, the cable length of the ring is 2 Km and the zerebit la- 
tency at each station is assumed. The packet header is equal 
to 10 bytes in length for all packets. We also assume that 
the token ring network is in symmetry. That is, the traffic 
specifications at all stations are the same, and at each station 
the traffic specification of the high priority traffic is exactly 
the same as that of the low priority traffic. Thus, in this 
section we only netd to  specify the parameters in ( X ,  T ,  7, I ) ,  
which is the traffic specification for both priority traffic at all 
stations. For an active station to be admitted by the call ad- 
mission control mechanism, its high and low priority traffic 
streams need to satisfy the call admission conditions. In the 
first example, the transmission rate of the token ring is 16 
Mbps. It is clear from Fig. 3 that the maximum number of 
admitted stations decreases as the burst tolerance increas- 
es. This result is corresponding to that the throughput is 
decreased when the burst tolerance of the traffic stream is 
increased. Furthermore, one can observe that the maximum 
number of admitted stations is a non-increasing function of 
the peak rate and1 gradually reaches its lower bound when 
the peak rate exceeds a certain value. It implies that the 
token ring network can at least guarantee certain level of 
network performance regardless of the peak rate when the 
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Figure 4: The maximal aggregate throughput versus the low 
priority window size with different burst tolerance. 

High priority uaff ic C = 100 Mbps 
Mean packet interanival time = 10 ms 
Packet length = 2 Kbytes 

(2) Burst tolerance = 10 ms 

1 
10 20 30 40 50 60 70 80 90 100 

~, 

Low pnority window size WL 

Figure 5: The upper bound of the output burst tolerance 
versus the low priority window size under different burst tol- 
erance. 

call admission control policy is employed. 
The second example we consider is similar to the first 

one. But the transmission rate of the token ring is now 100 
Mbps. Under the assumption that the number of admitted 
stations on the ring is set to be its maximal value allowed 
under the delay-based call admission control, the curves of 
the maximal aggregate throughput versus the low priority 
window size with various burst tolerance values are shown 
in Fig. 4. It reveals that the maximal aggregate throughput 
decreases when the burst tolerance increases and is an in- 
creasing function of the low priority window size WL. When 
the burst tolerance is zero, the throughput can approach the 
network bandwidth ( 100 Mbps ) if large window sizes WH 
and W, are chosen. For the case that the burst tolerance is of 
nonzero value, the maximal throughput will reach its upper 
bound when the low priority window size exceeds a certain 
threshold. In addition, the latter throughput upper bound 
is strictly less than the transmission rate of the ring. From 
Fig. 4 we also observe that in order to have high throughput, 
the window size must be chosen large. However, since larg- 
er window sizes yield longer packet delay, the choice of the 
window sizes, WH and W,, is involved in a tradeoff between 

the packet delayldelay jitter and the network throughput. 
In section 4 we have considered the output traffic char- 

acteristics as important network performance measures and 
have shown that it is predictable when the window-based to- 
ken ring protocol is employed. Here, we present an  example 
to illustrate such results. The network environment is the 
same as that in Fig. 4. The upper bound of the output 
burst tolerance as a function of the low priority window size 
is plotted in Fig. 5. Similarly, in this figure we have assumed 
maximal number of admitted stations. In Fig. 5, for high 
priority output traffic, its burst tolerance. is an  increasing 
function of the input burst tolerance and almost not varies 
with the low priority window size. But for low priority out- 
put traffic, its burst tolerance increases as the low priority 
window size WL or the input burst tolerance increases. 

6 Conclusions 
In this paper, a novel token ring protocol, called the 

window-based token ring protocol, is proposed. We then 
present a call admission control policy for the window-based 
token ring network to  guarantee the packet delay, packet de- 
lay jitter, and packet loss-free requirements. Furthermore, 
the output traffic specifications of high and low priority traf- 
fic are predictable. 

From the provided numerical examples, we observe that 
the network performance can be degraded seriously by the 
burst tolerance and/or the peak rate of the input traffic. Al- 
though the congestion and packet losses can be avoided by 
employing the call admission control policy, the bandwidth 
efficiency and the throughput can still be seriously affected. 
In order to improve such limitation, the statistical perfor- 
mance guarantee approach may be employed. We believe 
this is an important area that requires further studies in the 
future. 
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