
Daily Scheduling for R&D 

DA-YIN LIAO, SHI-CHUNG CHANGt 
Department of Electrical Engineering 

National Taiwan University 
Taipei, Taiwan, 10764 

Abstract 
This paper addresses the daily scheduling for a 

research and development (R&D) pilot line of semi- 
conductor wafer fabrication. An integer programming 
problem formulation is first given, which captures the 
salient features such as high variety and very low vol- 
ume, cyclic process flows, batching a t  diffusion ma- 
chines, single mask for each photolithography opera- 
tion, loop test and engineering splitting and merging 
of wafer lots. A solution methodology for scheduling 
flow shops based on Lagrangian relaxation [3] is then 
extended to solve this class of problems. It may also 
effectively handle data inaccuracy and cope with pro- 
duction uncertainties. Numerical results demonstrate 
both the feasibility and potential of this method. 

I Introduction 
Integrated circuit fabrication is a capital- and 

technology-intensive business with fierce global com- 
petition. It is perhaps one of the most complex man- 
ufacturing processes ever found today. In an IC fab- 
rication plant (f4b), there may be tens of fabrication 
processes. Each process may contain 200-300 process- 
ing steps and over one hundred equipments are in- 
volved. There exist high uncertainties in operations 
such as frequent machine failures and fluctuation of 
yield rates. Production planning and control of IC 
fabrication are thus quite complex. Development of 
effective and efficient production planning and control 
for IC wafer fabrication remains a very challenging re- 
search topic. 

Wein [12] pointed out that production control issues 
in descending order of significance to IC fab perfor- 
mance are (1 wafer release policy, (2) daily scheduling 
and (3) lot d. ispatching. On the one hand, wafer re- 
lease is calculated using one day or one week as a time 
unit over a long time horizon of two to four months. 
Daily or weekly wafer outs (throughputs) may also 
be determined as a byproduct. On the other hand, 
lot dispatching is done in the shop floor to respond 
properly to fab states in real time and to meet daily 
production targets. Daily scheduling bridges between 
the aforementioned two levels of functions; it breaks 
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daily production targets into a schedule in a time 
scale of one to  three hours over a day by consider- 
ing fab dynamics. The schedule then sets targets for 
lot dispatching. 

There have been some results on these three issues 
in the literature [13] such as the Bottleneck Starvation 
Prevention method for wafer release [8], the stochastic 
optimal control method for short-term scheduling 
191, the hierarchical flow control method for schedul- 
ing/dispatching [2] and the target generation and ma- 
chine allocation (TG&MA algorithm [5]. Further- 

model for a semiconductor wafer fab where the pres- 
ence of both production and development lots are ad- 
dressed. However, none of them addressed the distinct 
production control problems in a research and devel- 
opment (R&D) IC pilot line. 

An R&D IC pilot line has salient characteristics of 

1. very small volume but high varieties of engineer- 

2, frequent process changes; 

3. frequent engineering splitting and merging; 

4. the existence of loop tests, i.e., certain processing 
steps of lots cannot be done until some loop test 
lots complete the testing steps; 

5. extensive on-line and off-line inspections and lot 
holding due to experiments for engineering pur- 
poses; 

6. many dedicated machines without a backup; and 

7. inaccurate process data due to lack of historical 

more, Chen e t  41. [4] deve \ oped a queueing network 

ing wafers; 

data. 

In this paper, we focus on the daily scheduling problem 
of an R&D IC pilot line. 

The remainder of this paper is organized as follows. 
The scheduling problem is formulated in Section I1 and 
the development of a baseline solution method for the 
scheduling problem is described in 111. Section IV de- 
scribes further algorithm developments for handling 
data inaccuracy and for coping with production uncer- 
tainties. Computational complexity of the algorithm 
is also discussed. Numerical results are demonstrated 
in Section V. Section VI concludes this paper. 
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I1 Scheduling Problem Formulation 
Consider an IC fab which fabricates IC wafers 

for the purpose of research and development (R&D). 
Wafers of the same processing requirements are stored 
in a cassette as a lot, which has a maximum of 24 
pieces of wafers. There are usually tens of wafer types 
in an R&D Pilot ]in:, each having a volume ?f 2-4 

ty; each machine group may consist of a few homoge- 
neous machines. The process flow of each iot can be 
organised as a sequence of stages. A stage consists of 
a few processing steps, whose requirements and condi- 
tions are specified by recipes. Different lots and stages 
may use one same machine. There are many revisits 

l i t :  number of type-i wafer lots released at the begin- 
ning of time period t; 

’: recipe index; 

p,: processing time of recipe r ;  

R( i , s ) :  the recipe that is needed for processing stage 

N ( r ) :  the diffusion machine where a diffusion recipe T 

- 
B(B):  the maximum (minimum) number of lots in a 

lots. There are machine groups of various functionali- (4 s); 

can be processed; 

batch for a diffusion machine; 
to a machine in the process flow of a lot due to the 
layered nature of IC fabrication. That is, there are D I F F :  the set Of diffusion machine groups; 
cycles in production flow paths. There are relatively PHOTO: the set of photo~ithography machines; 
large buffer spaces in the shop floor that buffer space 
availability does not pose a significant constraint on 
production flows. Based on field engineers’ descrip- 
tions and data availability, we assume that 

$(+): weighting factor for processing a lot a t  stage (i, 8 ) ;  

y(+): daily move target of stage (i, s). 
1. 

2. 

3. 

4. 

5. 

6. 

setup time for changing lots of production at each 
machine can be estimated and incorporated as 
part of the processing time; 

setup cost is negligible; 

lot transportation time and cost from one ma- 
chine to the other are negligible; 

daily wafer releases and production targets are 
given; 

machine capacity and process flow data are avail- 
able; and 

there are no rework and scrap of wafers. 

To focus on the development of the core scheduling 
algorithm, we postpone the discussion of handling re- 
work, scrap, qroduction uncertainties and data inac- 
curacy to Section IV. 

Let us first define some notations for describing 
such an R&D IC pilot line. 
Notations: 

i: wafer type index; 

Si: total number of stages for type-i wafers; 

(i, s): stage s of type-i wafers, s = 1,. . , S;; 

P(i,s): processing time of stage (i, s); 

m: machine group index; 

M ( i , s ) :  the machine group where stage (i ,s)  can be pro- 
cessed; 

T: the scheduling horizon; 

t: time period index, t = 1,. . . , T; 
Cmt: capacity of machine group m at time period t; 

X(; ,a) t :  number of type-i wafer lots ready for processing 
stage (i, s) at the beginning of time period t; 

Decision Variables: 

u(i,+p: number of type-i wafer lots to be loaded onto ma- 
chines for processing stage (i, s) at time t; 

btt :  number of batches to be formed for processing 
recipe r at time period t; 

In the process flow of type i wafers, the wafers load- 
ed onto machines for processing (i,s - 1)th stage at 
period t - P ( i l d - l )  go to the buffer at stage (i,s) after 
P( , ,8- l )  periods of processing. As flows of wafers are 
not compressible, they must satisfy 
Flow Balance Equations for each type a 

X(i , l ) ( t+ l )  = X(i , l ) t  - U ( i , l ) t  + l i t ,  Vt;  (2.1.a) 

X ( i , 4 ( t + l )  = X(i , , ) t  - U ( i , s ) t  + u ( i , a - l ) ( ~ - ~ ~ ; , , - ~ ~ ) l  

X(i ,S;+l)( t+l)  = X ( i , S ; + l ) t  + U(. t , S ; ) ( t - P ( i , s ; ) ) ’  Vt; 

Vs = 2 , 3 , .  . * , si, V t ;  (2.1.b) 

(2 . l . c  
x ( i , 8 ) 1  given, Vs; (Z.l.d] 

lit given, V t ;  (Z.1.e) 

u(i ,8)(-p(; ,s)+i)1 u(i,a)(-p(,,,)+2)1 . . , u(a,8)0 given, Vs. 
( 2 . l . f )  

Since a diffusion operation takes a relatively long 
processing time and a diffusion machine can process 
many wafers at the same time, lots of the same operat- 
ing conditions (i.e., lots requiring the same recipe) are 
usually batched together for diffusion. For a recipe 

r ,  

be batched together for processing at time period t .  
Then, 
Batchkng Constraints 

(;,,) c u(,,+p is the total number of lots that can 
R ( i , , ) = ?  

&. bTt 5 u(i,a)t 5 B. brt ,  Vr  and Vt. (2.2) 
(is*) 

R ( i , , ) = -  



As the processing capacity of a diffusion machine is 
also expressed in the unit of batch, the total number 
of batches being processed by a diffusion machine can 
not exceed its capacity during each time period, i.e., 
Machine Capacity Constraints (Dif is ion Area) 

t 

C brt 5 C m t ,  Vm E DIFF and Vt.  
N ( r j = m  7=t -P7+1 

(2.3.a) 
For a non-diffusion stage, the u(+it lots loaded onto 

the machine group M ( i ,  s) need E‘(i,.) periods to  com- 
plete the processing. During a time period t ,  there - 
is a total of (k) 2 ~ ( i , + ) ~  lots being pro- 

cessed by machine group m. This quantity must not 
exceed the processing capacity of machine group m, 
Machine Capacity Constraints (Non-Diflusion Area) 

A.f(i,-)=”. r=*-p (;,.)+I 

2 u ( i , + l T  5 Cmt, Vm $! DIFFandVt.  
( i , a )  ~=t-P(; , , )+l  

M ( i , a ) = m  
(2.3.b) 

There is only single mask available for each pho- 
tolithography step, which in turn limits the machine 
capacity for processing it to at most one machine a t  a 
time, i.e., 
Single Mask Constraints 

~ l ( i , ~ ) t  5 C m t ,  V m = M ( i ,  S) E PHOTO.  (2.4) 

Frequent engineering splitting and merging are two 
important features in an R&D IC pilot line. Let M be 
a set of stages where several lots are merged into one 
lot. Let SKla,) ~ { ( i ,  s)} be a set of processing stages 
whose finished lots will be merged into one type-i’ lot 
for further processing of a stage ( 2 ,  s’). Let q ; , a ) t  be 
the number of wafer lots which have completed stage 
(i, s) and are ready for the processin of stage (i’, 3‘) 
at time period t .  Similar to { X ( i , + ) t f ,  { Y ( i , a ) t }  must 
satisfy the following flow balance equations, i.e., 
Flow Balance Equations for  Merging 

q i , a ) ( t + l )  = q i , a ) t  - u ( i t , s j ) t  + u ( i , s ) ( t - P ( ; , , ) ) >  

V(i,  s) E and (a’,  s‘) E M and Vt. (2.5) 
Furthermore, the number of merged lots cannot exceed 
what are available for merging, 
Merging Constraints 

f.”, we have 
low Balance Equations for  Splitting 

X ( i ’ , a ’ ) ( t + l )  = X ( i * , s ’ ) t  - U(i’,a’)t  + u( i ,a) ( t -Pc; , , l ) ,  

V(i,  s) E Sc,,a,) and (i’, s’) E S and V t .  (2.7) 

The model here does not include unexpected splitting 
or conditional splitting that depends on the processing 
result of a stage. 

A loop test bears much resemblance to the planned 
engineering splitting and merging; it is initiated by the 
completion of certain stages of a few lots, which can 
therefore be viewed as a pseudo merging; when the 
loop test finishes, these lots may resume their individ- 
ual processing flows, which corresponds to a splitting. 
The techniques for modeling merging and splitting de- 
veloped above can thus be applied to model loop tests. 

Unlike mass production IC fabs, engineering experi- 
mentations and inspection stages are frequently added 
to the original processes of a pilot line on a daily basis. 
Such a feature can be easily handled by updating the 
process flow database and requires no extra modeling 
efforts. However, the processing time data for these 
stages is usually estimated roughly by experienced en- 
gineers. Treatment of such data inaccuracy will be 
discussed in Section IV. 

Another objective of daily scheduling is to meet the 
daily production targets and is modeled as an inequal- 
ity constraint, 
Daily Production Target Constraints 

t 

Integrality Constrains 
u(;,+)t, X(i,,)t and brt are nonnegative integers, 

V(i ,  s), V r  and Vt. (2.9) 

Our objective of daily scheduling is to maximize 
the total weighted production (or moves) of wafer lots 
in the fab. The complete daily scheduling problem is 
formulated as 

subject to (2.1-2.9), or equivalently, 

subject to (2.1-2.9). 
. .  

(?06) I11 A Baseline Solution Method 
The scheduling problem (P) formulated in Section The splitting of a lot is just the reverse of merging, 

where One lot 
Let s be a set Of stages whose lots are generated by 
splitting into several lots- Let s$’,a’) be the 
set of stages whose lots are generated by splitting from 
a lot of stage (i’, s’). In a principle similar to that of 

a few lots Of different 11 is an integer programming problem of NP-hard corn- 
putational complexity [Ill. We now develop a solu- 
tion algorithm by extending the previous results on 
flow shop scheduling based on the methodology of L a  
grangian relaxation [3, 71. 
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111.1 Relaxation and Decomposition 
In problem (P), the coupling among production 

Aows of different wafer types is caused by their com- 
petition for processing resources, i.e., through the ma- 
chine capacity constraints and batching constraints. 
Constraints (2.5-2.7) reflect coupling among lots due 
to  merging and splitting. Constraint (2.8) represents 
a coupling of production decisions over tune periods 
for each wafer type. Based on these observations, we 
apply Lagrangian relaxation to relax machine capaci- 
ty constraints (2.3.a) and (2.3.b), batching constraints 
(2.2), merging constraints (2.5) and (2.6), splitting 
constraints (2.7 and daily target constraints (2.8), ex- 

a dual problem as 
ploit the separa b ility of the relaxed problem and form 

r t  

+ q ( i , a ) Y ( i , a ) j  
(its) 

with (1) production scheduling subproblem for  type-z 
wafers 
(PS- 2) P j q A l P , ~ , C 1 4 ~ , v )  

r=R( i , s )  

subject to (2.1), (2.4) and (2.9); 
and (2) batch allocation subproblem for recipe r at tame 
period t 
( B A  - r t )  E L r t ( r , p ,  v) 

subject to (2.9). 
Note that for a given set of Lagrange multipliers 

A, 7r, p., U, C, 6, U and 7 ,  (PS - i )  corresponds to 
production scheduling of type i wafer lots with no c a  
pacity limitation and ( E A  - rt) corresponds to the 
batching for a diffusion recipe r a t  time t, respective- 
ly. Subproblems are independent of each others and 
can be solved individually. 

111.2 Solutions for Subproblems 
The set of flow balance equations (2.1 of (PS - i )  

tion, where each node in the network is associated 
with a flow balance equation and the flow on an arc be- 
tween two nodes corresponds to a wafer flow. The flow 
conservation at each node then represents one of the 
flow balance equations. The capacity of an arc in the 
network is bounded by its corresponding machine or 
buffer capacity. Arc costs are set according to the cost 
coefficients in (PS - i ) .  Subproblem (PS - i )  is essen- 
tially a minimum cost linear network flow (MCLNF) 
problem, whose integer optimal solution can be found 
by polynomial time algorithms [ll]. We adopt the 
RELAX code [l] to solve each (PS - i ) .  

Each subproblem (EA- r t )  is a simply constrained, 
static, linear integer optimization problem. The com- 
plementary slackness conditions [lo] are used to deter- 
mine its solution. Given T ,  p, and U, we set brt=O or 
C,t depending on whether the sign of the cost coeffi- 
cient of brt in ( B A  - r t )  is nonnegative or negative. 

111.3 Dual Problem Solution 
After solving all the subproblems for a given 

set of (X,1c,p,u,C,6,u,q), we use the resulting 
solution to update (A, 7r, p, U, C, 6, a,q). Aware 
of the nondifferentiability of the dual objective 
function CP due to the integrality constraints in 
subproblems, we calculate the subgradient of @ 
with respect to ( A , T , ~ , Y , . ( , ~ , u , ~ )  and update 
(A, T ,  p, U, C, 6, U,  q) according to the subgradient 
method of [6]. The dual problem (D) is then solved 
iteratively by solving subproblems and updating L a  
grange multipliers in each iteration. 

render themselves naturally to a networ k representa- 

Remark: 
As the primal problem (P) is not a convex optimisa- 

tion problem because of integer decision variables, the 
solution to the dual problemgenerally results in an in- 
feasible schedule, i.e., some of the relaxed constraints 
may be violated. However, the dual cost does provide 
a lower bound to the optimal cost of (P). 



111.4 Construction of a Feasible Schedule 
An iterative, model-based heuristic algorithm is 

then developed that adjusts the dual solution to a 
near-optimal, feasible schedule by taking advantage 
of the marginal cost interpretation of Lagrange mul- 
tipliers and the network structure of the flow balance 
equations. The heuristic algorithm checks all facilities 
and all recipes over all time periods to see whether 
their respective capacity and batching constraints are 
satisfied. When there is a constraint violation, some 
excessively scheduled lots have to be removed and re- 
scheduled to  resolve the violation. Once the excessive 
lots are removed, they are then rescheduled by utiliz- 
ing the residual capacities or slacks. Both the remov- 
ing and rescheduling are done by following the prin- 
ciple of minimizing the change of production cost in 
order to stay close to  the lower bound (dual) cost, i.e., 
to achieve a near-optimal solution. The realization 
of these two heuristics is first through proper param- 
eter modification of the involved subproblem(s) and 
then by solving a MCLNF or complementary slackness 
problem of the modified subproblem(s). 

IV Further Developments 
Many salient features of an R&D pilot line have 

been captured in the problem formulation to which 
Section I11 provides a baseline solution method. This 
section describes further algorithm developments for 
handling data inaccuracy and for coping with produc- 
tion uncertainties. As these further developments are 
based on the baseline solution method, a simple com- 
putational complexity analysis of the baseline algo- 
rithm is first given. 
IV.l Complexity Analysis 

The major computational loads of the baseline solu- 
tion algorithm lie in solving subproblem (PS- i)’s and 
subgradient iterations. It is known that the computa 
tional complexity of the RELAX code is O(N310gNC), 
where N is the number of nodes in the network and C 
is the range of arc cost coefficients and that the con- 
vergence of subgradient iterations slows down as the 
number of Lagrange multipliers increases. 

In an R&D pilot line, each type of wafers is of a 
small volume ranging from two to four lots. These 
different lots of the same type are usually distributed 
in the wafer-in-process (WIPs) of nearby processing 
stages at  the beginning of a day. Each lot may only 
go through a few (no more than 5, empirically) con- 
secutive stages of processing during one day because 
of the long processing and/or setup times plus time of 
waiting. These facts imply that only a small portion 
of the processing stages (e.g., 10 out of 100) need to 
be considered in each subproblem (PS - i ) .  Namely, 
the network for representing (PS-i) to an hourly res- 
olution has approximately 24x 10 nodes and at most 
4 units (lots) of flows on it. A PS - i )  can therefore 

IV.2 Coping with Uncertainties 
Production uncertainties such as unscheduled ma- 

chine failures, process changes, rework and scrap, etc., 
occur quite frequently in an R&D pilot line. The 
schedule by the baseline algorithm provides a nominal 
schedule for a day. Along a line of thinking similar to 

be solved very efficiently by R d LAX. 

131, we develop an optimization-based, fast reschedul- 
ing algorithm for timely adjusting the nominal sched- 
ule to cope with small disturbances and perform pe- 
riodic re-scheduling using the baseline algorithm to 
adjust to large or cumulative disturbances. The fast 
rescheduling algorithm exploits ideas and steps of the 
heuristic algorithm in Section 111.4 by removing unre- 
alized portions of the original schedule and then prop- 
erly re-scheduling them according to the actual system 
status after the occurrence of an uncertain event. The 
periodic re-scheduling utilizes the original profiles of 
Lagrange multipliers as a starting point of the iter- 
ations and aims at  responding to disturbances in a 
longer time scale. As long as the system status does 
not vary too much, re-scheduling with this initializa- 
tion will much reduce the computation time of con- 
verging to a new schedule. 
IV.3 Handling Data Inaccuracy 

Much of the processing data for R&D wafer lots is 
estimated either by process engineers or line operators 
due to lack of historical data. Computationally effi- 
cient sensitivity analysis of how processing data affects 
the performance of a schedule can be developed by ex- 
ploiting the network structure and the dual problem 
formulation of the baseline method. For example, it 
has been recognized that the optimal Lagrange mul- 
tipliers associated with machine capacity constraints 
represent the sensitivity of the cost function with re- 
spect to the level of machine resources if the integrality 
requirement is relaxed [lo]. A multiplier can therefore 
be interpreted as a shadow price for using a unit of 
machine capacity. Such a view point can be extended 
to evaluate the impacts of a wide variety of parameter 
changes. An interactive software environment will be 
developed to help supervisors of the pilot line identify- 
ing the critical processing data estimates and perform- 
ing what if analysis (e.g., the effects of hot lots). Data 
inaccuracy will make the actual evolution of the line 
during a day deviate from the nominal schedule even 
when there are no uncertainties of the types described 
in IV.2. Application of the adjustment schemes of IV.2 
helps alleviating the deviation due to data inaccuracy. 

V Numerical Results 
Numerical experimentation of the daily scheduling 

algorithm are performed on a SUN/SPARC-I1 work- 
st at ion. 
V.l A Simple Example 

Consider a simple example where there are four ma- 
chines D, I, E and P, for steps of diffusion, implanta- 
tion, etching and photolithography, respectively. C a  
pacities of I, E and P are 1 lot/time period. The 
maximum capacity of D is 4 lots per batch. There are 
two lots (A and B) to be scheduled. Processing re- 
quirements are given in Tables V.l. Lot A is initially 
ready for processing stage (A,Pl) and lot B ready for 
processing stage (B,E). The weighting factor and dai- 
ly production target for each stage of the two lots are 
given in Table V.2. The scheduling horbon is 8 time 
periods. The resultant feasible schedule by applying 
our daily scheduling algorithm is shown in Table V.3, 
with a weighted production cost of -690.0 and com- 
putation time of 3.21 seconds. The dual cost is al- 
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so -690.0, which implies that the optimal solution is 
achieved for this simple example. 

Table V.l: Processing Times of Lots A & B 

Table V.3: Daily Schedule of Lots A and B 

V.2 A Realistic Case 
In this subsection, the daily scheduling algorithm 

is applied to a realistic case of a local R&D IC fab. 
There are 60 machine groups and 41 lots in the fab 
to  be scheduled. The time unit of scheduling is an 
hours and the horizon is 24 hoursl. The daily pro- 
duction targets and weighting factors are set by field 
engineers. Our algorithm takes 215.270 CPU seconds 
to obtain a feasible schedule with a cost of -33700. 
The corresponding dual cost is -33927.8 and the re- 
sultant relative duality gap is 0.676%. Such a solution 
can be considered near-optimal. The detailed schedule 
is considered very reasonable after the review of field 
engineers. Moverover, it takes much less time to gen- 
erate a better schedule than that currently generated 
by the production meeting every morning. 

VI Conclusions 
We have developed an integer programming prob- 

lem formulation for the daily scheduling problem of 
an R&D IC pilot line. The formulation has cap- 
tured the salient features of this specific type of flex- 
ible manufacturing systems. A solution methodol- 
ogy based on Lagrangian relaxation has also been 
proposed, which is expected not only t o  be efficient 
and near-optimal but also to provide an effective 
method for coping with dynamic changes in the pilot 
line. Currently, equations (2.5-2.7), which reflect the 
coupling between wafer flows due to merging and 
splitting, are handled by a straight forward relaxation. 
Computational efficiency can be much improved by 
adopting an advanced multiplier method [7] to handle 
them. Further algorithmic development and numeri- 
cal studies using realistic system data will be reported 
in the future. 
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