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Abstract 

   This paper reports the modelling the 
gate tunneling current effects of sub-
100nm NMOS devices with an ultra-thin 
(1nm) gate oxide. As verified by the 
experimentally measured data, the 
compact gate tunneling current model 
considering the distributed effect provides 
an accurate prediction of the gate, source, 
and drain currents for the device biased in 
triode and saturation regions. Based on the 
compact model, the negative gate current 
could be successfully explained as a result 
of the opposite direction of the local vertical 
electric field in the gate oxide near drain. 
 
1. Introduction 
 

   Gate leakage current due to direct 
tunneling through the gate oxide may 
cause serious problems for nanometer 
CMOS devices with an ultra-thin gate oxide 
[1][2]. Gate tunneling current, which is 
distributed along the lateral channel, may 
bring in difficulties in modeling of it. For 
effective calculation of the gate tunneling 
current effects, an accurate compact gate 
tunneling current model is necessary. In 
this paper, following a double integral 
approach as for deriving the partitioned-
charge model [3], the compact gate 
tunneling gate current model considering 
the distributed effect for an NMOS  device 
with a 1nm  gate oxide is described.  
 

2.  Compact  Model 

 

Fig. 1 (a) Distributed and (b) partitioned  
gate tunneling current models. 

Fig. 1 shows (a) distributed and (b) 
compact gate tunneling current models for 
the nanometer NMOS device with an ultra-
thin gate oxide under study as shown in 
Fig. 2. As shown in Fig. 1(a), the local gate 
tunneling current varies depending on the 
location in the channel. In the compact 
gate tunneling current model as shown in 
Fig. 1(b), the total gate current is divided 
into two lumps-(1) the source-side part ISL 
and (2) the drain-side part IDL: IG=ISL+IDL as 
Eq.(1) in Fig. 3. Following the approach for 
deriving the partitioned charge model for 
MOS devices [3], the partitioned gate 
tunneling current at source/drain ISL/IDL is 
expressed as  Eq.(2)/(3)  in  Fig. 3,  where 



 

Fig. 2 Cross section of the NMOS device 
with an ultrathn gate oxide under study.                                                             
  

JG(y) is the local gate tunnel current at 
location y in the channel: )(

0

*

)( yVB
GG eJyJ −= . 

When biased in the saturation, the lateral 
channel could be divided into three 
segments as shown in Fig. 2: Segment a- 
before the velocity saturation with its 
channel potential between 0V and Vdsat 
(0<V(y)<Vdsat), Segment b- after velocity 
saturation and zero vertical electric field in 
the gate oxide (Vdsat<V(y)<VG-Vfb-2φb),  
and Segment c-  VG-Vfb-2φb <V(y)<VD. In 
Segment a, the triode region formula [4] 
could be used to find its total gate current 
IGa with L replaced by L-ΔL and VD by Vdsat, 
where ΔL is the length of the post-
saturation region. In Segments b and c- 
post-saturation region, the local gate 
tunnelling current density is JG(y)=JG0 exp(-
2B*( VG-Vfb-2φb- 0.5V)). The total gate 
current IGb/IGc in Segment b/c has been 
found- Eq.(10)/(13). Thus, the total gate 
current is IG=IGa+IGb+IGc. Source current is 
IS=IT+ISL Eq.(5) and drain current is ID=IT-
IDL Eq.(6), where ISL=ISLa+ISLb+ISLc and 
IDL=IDLa+IDLb+IDLc with components as 
shown in Fig. 3. This completes the 
compact model of the gate tunnelling 
current for the NMOS device considering 
the distributed effect. 

 

Fig. 3. Key equations of the gate tunneling 
current model. 

3. Model Evaluation 

The effectiveness of this compact 
model of the gate tunneling current 
considering the distributed effect for the 
NMOS device with an ultra-thin gate oxide 
has been evaluated with the experimentally 
measured data of the test device with the 
gate oxide 1nm. Fig. 4 shows total gate 
current IG, the partitioned gate currents at 
the source side ISL and at the drain side IDL 
versus the drain voltage of the NMOS 
device with the 1nm gate oxide and with 
the channel width of (a) 10um, (b) 0.24um 
and (c) 100nm, based on the compact 
model with and without considering the 
distributed gate tunneling current and the 
experimentally measured data. As shown 
in the figure, as verified by the 
experimentally measured data, the 
compact gate tunneling current model 
provides an accurate prediction of IG, ISL, 
and IDL in both the triode and the saturation 
regions. Without the compact gate 
tunneling current model, IG, ISL, and IDL 
couldn’t be modeled. Fig. 5 shows the total 
gate current versus VD of the NMOS 
device with the  1nm  gate  oxide and with  
the  channel  length  of 10um, 0.24um and 
100nm, biased at VG=0.5V and 0.7V in the 
saturation  region, based on  the  compact  

   



 

 

 

Fig. 4  IG/ISL/IDL versus VD of the NMOS 
device with the gate oxide of 1nm 
and (a) L=10um, (b) L=0.24um and 

         (c)100nm. 

 

 

Fig. 5 IG versus VD of the device with 
L=10/0.24/0.1um 

 

model with and without considering the 
distributed gate tunneling current and the 
experimentally measured data. As shown 
in the figure, the compact model 
considering the distributed gate tunneling 
current could predict the total gate current 
as verified by the experimentally measured 
data.  Fig. 6 shows the source and the 
drain currents versus the drain voltage of 
the NMOS device with the 1nm gate oxide 
and with the channel length of 10μm, 
0.24um and 100nm, biased  at  (a)  
VG=1.1V and  (b) VG=0.5V, based on the 
compact model with and without 
considering the distributed gate tunneling 
current and the experimentally measured 
data. As shown in the figure, without 
considering the distributed gate tunneling 
effect, a substantial error exists between 
the model result and the experimentally 
measured data, especially when VD is 
large. 

4. Discussion 

    More insights into device operation 
could be obtained by the studying the 
currents in  each  segment  of the  device. 



 

 

Fig. 6 I/(W/L) versus VD of the device with 
the gate oxide of 1nm biased at (a) 
VG=1.1V and (b) VG=0.5V 

Fig. 7 shows the total gate current (IG) with 
its components in Segments A, B and C, 
the source-end partitioned gate current (ISL) 
and its components, and the drain-end 
partitioned gate current (IDL) and its 
components versus VD of the NMOS 
device with the 1nm gate oxide and the 
channel length of (a) 0.24um and (b) 
100nm biased at VG=0.3V based on the 
partitioned gate tunneling current model. 
As shown in the figure, at a large VD, ISLc, 
IDLc, and IGc in Segment C become 
negative and dominating. Using the 
partitioned gate tunneling current model, 
this complex phenomenon could be 
modeled accurately. 

 

 

Fig. 7 Current components versus VD of 
the device with the gate oxide of 
1nm and with (a)L=0.24um and (b) 
L=100nm.                            
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Abstract— This paper reports a novel triple-threshold static 
power minimization technique in high-level synthesis of high-
speed low-power SOC applications.  Using 90nm multi-threshold 
CMOS (MTCMOS) technology, we evaluate the performance 
and power dissipation of benchmark circuits synthesized using 
transistors with different threshold voltages.  Using static timing 
analysis, we determine the timing requirements of cells and place 
cells with low and standard threshold voltages in the critical 
paths.  Cells with a high threshold voltage are placed in non-
critical paths to minimize the static power with no overall timing 
degradation.  From the timing and power analysis, we determine 
the optimal placement of high, standard and low threshold 
voltage cells.  Applying the new triple-threshold technique to 
optimize 20 circuits originating from the ISCAS’99 benchmark, 
we have achieved an average saving of 85.3% in the static power 
compared to conventional all-LVT circuits, and 39.6% saving 
compared to the dual-threshold (HVT+LVT) technique. 

Keywords-triple-threshold, high speed, low power, high-level 
synthesis, digital CMOS VLSI 

I. INTRODUCTION 
Advances in CMOS technology allow MOS transistor sizes 

to be continuously scaled down in progressively smaller 
technology nodes.  As transistor sizes become smaller, supply 
voltages can be lowered to reduce the power dissipation.  In 
order to achieve high speed with low supply voltages, the 
threshold voltage must be reduced accordingly.  A fast 
submicron CMOS transistor designed for 1V operation 
typically has a threshold voltage of 0.1-0.2V, which enables 
higher switching speeds albeit at the expense of dissipating 
more static power due to subthreshold leakage currents.  To 
alleviate the problem, device manufacturers usually supply 
standard cell libraries built of MOS transistors with high, 
standard, and low threshold voltages (HVT, SVT, and LVT).  
The HVT cells (or gates) operate at the slowest speed but 
dissipate the least amount of static power, whereas the LVT 
cells can operate at faster speeds but dissipate much larger 
static power.  Traditionally, VLSI designers build circuits using 
transistors with only one threshold voltage.  With the 

availability of multi-threshold CMOS (MTCMOS) technology, 
the optimal placement of transistors with different threshold 
voltages becomes important for low-power circuits. 

II. RELATED WORK 
In CMOS technology, the total dissipated power consists of 

dynamic and static power.  The static power becomes more 
dominant as CMOS technology progresses towards deep sub-
micron nodes [1].  Typical attempts to minimize static power 
rely on the use of HVT transistors in non timing-critical paths 
and LVT transistors in paths where a high speed is necessary.  
Dual threshold-voltage techniques have been proposed [2]-[6] 
to determine the optimal placement of the HVT and LVT cells. 

The previous reported approaches [2] and [3] minimize 
static power during high-level synthesis, while [4]-[6] 
minimize static power at the transistor level.  Transistor-level 
designs typically use SPICE modelling to determine accurate 
timing waveforms and current flows for each transistor.  Since 
large designs usually consist of repetitive building blocks such 
as inverters and NAND gates, the circuit simulation time can 
be reduced if the modelling is performed at the gate level 
instead.  For high-level synthesis, device manufacturers supply 
standard sets of cell libraries with corresponding timing and 
power dissipation information, and commercial tools from 
vendors such as Cadence™ and Synopsys™ are available to 
synthesize the circuits.  Circuits can be designed by specifying 
the exact placement of gates using a gate-level RTL language 
such as Verilog, or by describing circuit functionalities with a 
high-level language such as VHDL.  High-level synthesis 
requires less simulation time compared to transistor-level 
modelling, and developing appropriate methodologies for 
optimizing the placement of MTCMOS gates during high-level 
synthesis is necessary. 

As it has been proposed in [2], a circuit is first synthesized 
using only HVT cells.  Each HVT cell in the critical path is 
temporarily replaced by its LVT counterpart cell to record the 
amount of reduction in the delay time.  The cell that produces 
the largest delay time reduction is changed permanently from 



HVT to LVT.  This method is effective for small designs, but 
may be inefficient for large designs since timing analysis has to 
be repeated for a large number of cells in the critical paths.  In 
[3], only the highest cost cells in the critical paths are changed 
from HVT to LVT, where the cost is defined as the number of 
critical paths passing through the cell.  Although this approach 
may not result in the lowest static power dissipation, we have 
found designs produced using this technique to be close to 
optimal.  The approach described in [3] is faster to perform 
than [2] and is thus more suitable for large designs. 

Triple-threshold techniques have also been used to 
minimize the static power [7][8].  Previous attempts use HVT 
transistors as sleep transistors for logic blocks.  Within each 
logic block, the circuits are optimized using the dual-threshold 
technique, placing SVT transistors in non-critical paths and 
LVT transistors in critical paths.  Since HVT cells dissipate 
static power that is an order of magnitude less than the static 
power dissipation of SVT cells, a new triple-threshold 
technique has been proposed that places HVT cells within the 
logic blocks in addition to SVT and LVT cells [9]. 

In this paper, we present the results of optimizing the 
ISCAS’99 benchmark circuits with the new triple-threshold 
technique [9].  HVT cells are placed in non-critical paths while 
SVT and LVT cells are placed in critical paths to achieve the 
fastest clock speed and the lowest static power dissipation.  All 
of the benchmark circuits optimized using the triple-threshold 
technique have resulted in the lowest static power dissipations. 

III. COMPARISON OF THE STANDARD CELL LIBRARIES 

A. Characterizing Standard Cell Libraries 
Synopsys Design Compiler™ is used to synthesize a 16-bit 

Wallace-tree multiplier, which contains 1123 cells in total.  
Timing analysis is performed with Synopsys PrimeTime™ to 
extract the longest delay paths and obtain the clock speed 
information.  Design Compiler™ is used to report the circuit’s 
static power dissipation.  The multiplier circuit is synthesized 
three times: with the HVT library only, with the SVT library 
only, and with the LVT library only.  Based on the simulation 
result, we determine the relative performance and static power 
dissipation of the three libraries, as shown in Table I. 

The simulation results indicate that there is an order of 
magnitude difference in the static power between each cell 
library.  The HVT design dissipates the lowest static power, 
and the LVT design dissipates static power that is two orders of 
magnitude larger than the HVT design.  For large SOC designs, 
minimizing the use of SVT and LVT cells would thus lead to 
significant savings in the static power dissipation.  The triple-
threshold technique will allow designs to run at the fastest 
clock speed as the LVT design while minimizing static power. 

B. Static Power Calculations 
All static power dissipation values in the simulations in this 

paper are obtained from Design Compiler™.  For each cell, the 
90nm standard cell library contains a static power value for 
each possible input state.  Design Compiler™ calculates a 
cell’s static power by multiplying the static power value for 
each state by the percentage of the total simulation time at that 

state.  The total static power of a circuit is then calculated by 
summing the static power of each cell in the circuit. 

TABLE I.  PERFORMANCE COMPARISON OF A 16-BIT WALLACE TREE 
MULTIPLIER SYNTHESIZED USING HVT, SVT AND LVT LIBRARIES 

Library HVT SVT LVT 

NMOS VT [V] 0.32 0.24 0.18 

PMOS VT [V] -0.36 -0.29 -0.24 

Longest Delay [ns] 3.4 2.6 2.1 

Max Clock Speed [MHz] 294.1 384.6 476.2 

Static Power [µW] 0.75506 14.4600 270.7120 

IV. POWER MINIMIZATION  METHODOLOGY 
We adopt the triple-threshold technique proposed in [9].  

The triple-threshold technique relies heavily on static timing 
analysis for selecting critical paths.  A critical path is a path 
from an input to an output where the total delay exceeds the 
timing constraint.  We define the cost of a cell as the number of 
critical paths passing through the cell.  A circuit is first 
synthesized using the LVT library.  Using PrimeTime™ for 
static timing analysis, we determine the shortest clock period 
that can be attained.  In the 16-bit LVT multiplier example, the 
shortest clock period is 2.1 ns.  We change the all-LVT circuit 
to its all-HVT version, and set the timing constraint to 2.1 ns.  
Since the HVT multiplier can only run at a clock period of 3.4 
ns, timing violation occurs and we can use PrimeTime™ to 
determine the critical paths in the design. 

Starting with the constrained HVT design, at each iteration, 
the highest cost HVT cell is replaced by its SVT counterpart to 
improve timing.  Static timing analysis is repeated to determine 
the highest cost cell for the next iteration.  Since the SVT 
multiplier only runs at a clock period of 2.6 ns and cannot meet 
the timing constraint of 2.1 ns, all HVT cells in the critical 
paths will be replaced by SVT cells and timing violation will 
occur.  At subsequent iterations, the highest cost SVT cells in 
the critical paths will be replaced by LVT cells until the timing 
constraint is met.  Fig. 1 shows a flow chart of the algorithm. 

Figure 1.  Triple-threshold power minimization flow [9] 



 

 

V. SIMULATION OF BENCHMARK CIRCUITS 
We synthesized 20 ISCAS’99 benchmark circuits using the 

conventional method (LVT only), and optimize the circuits 
using the dual-threshold (HVT+LVT) and the triple-threshold 
techniques.  The circuits in VHDL code are synthesized with 
Design Compiler™ and saved as Verilog files for static timing 
analysis in PrimeTime™.  Timing constraint is set to the 
shortest clock period attainable with the all-LVT circuit for 
each design.  The results are shown in Tables II and III. 

The schematics of the circuit B02 optimized with the dual- 
and triple-threshold techniques are shown in Fig. 2.  The dual-
threshold optimized circuit (Fig. 2a) contains 11 HVT cells 
(shaded in black stripes) and 7 LVT cells (shown in red 
outline).  The triple-threshold optimized circuit (Fig. 2b) 
contains 7 HVT cells, 7 SVT cells (shaded in blue dots), and 4 
LVT cells.  The triple-threshold circuit has reduced 30.17% of 
static power compared to the dual-threshold circuit by reducing 
the number of LVT cells and using additional SVT cells to 
meet the timing requirements.  

TABLE II.  STATIC POWER SAVINGS FOR TRIPLE-THRESHOLD CIRCUITS 

Clock Period (ns) Static Power (µW) % Saving vs. LVT 
Circuit # of 

Gates HVT LVT HVT LVT Dual-Vt Tri-Vt Dual-Vt Tri-Vt 

Tri-Vt % 
Sav. vs. 
Dual-Vt 

B02 18 0.45 0.28 0.0091 3.164 1.591 1.111 49.73 64.89 30.17 
B01 29 0.61 0.38 0.0145 4.997 2.060 1.838 58.77 63.21 10.78 
B06 41 0.67 0.43 0.0226 7.972 2.945 1.893 63.06 76.26 35.73 
B09 87 1.04 0.65 0.0614 22.071 10.427 4.754 52.76 78.46 54.41 
B03 90 1.23 0.77 0.0688 24.049 5.766 2.890 76.02 87.98 49.89 
B08 91 1.32 0.83 0.0606 20.861 4.763 2.707 77.17 87.03 43.17 
B10 109 1.08 0.68 0.0603 20.680 4.854 3.532 76.53 82.92 27.23 
B13 175 0.83 0.53 0.1307 45.712 9.004 6.457 80.30 85.88 28.29 
B07 189 1.43 0.89 0.1262 43.718 10.603 6.052 75.75 86.16 42.92 
B11 211 2.26 1.39 0.1294 45.003 15.803 8.695 64.88 80.68 44.98 
B04 310 1.32 0.83 0.1835 62.347 20.590 12.880 66.98 79.34 37.44 
B05 334 2.15 1.36 0.1656 55.328 16.042 12.325 71.01 77.72 23.17 
B12 636 1.89 1.17 0.3792 131.733 7.240 3.488 94.50 97.35 51.83 
B14 3125 6.79 4.27 2.5048 846.744 98.073 48.893 88.42 94.23 50.15 
B15 3269 8.89 5.60 1.8091 618.743 75.076 61.863 87.87 90.00 17.60 
B21 6509 6.82 4.29 5.2047 1759.100 208.238 74.567 88.16 95.76 64.19 
B20 6556 6.85 4.33 5.2104 1763.200 206.720 59.766 88.28 96.61 71.09 
B22 9826 6.88 4.36 7.8914 2676.900 317.651 82.446 88.13 96.92 74.05 
B17 10081 9.00 5.67 5.7131 1956.900 214.189 184.386 89.05 90.58 13.91 
B18 29202 9.17 5.78 18.6098 6314.900 486.794 380.093 92.29 93.98 21.92 
Avg.    2.4178 821.206 85.921 48.032 76.48 85.30 39.65 

Figure 2.  Circuit B02 optimized with a) the dual-threshold technique and b) the triple-threshold technique 



 

TABLE III.  COMPOSITION OF GATES IN OPTIMIZED CIRCUITS 

Dual-Vt # Gates Tri-Vt # Gates 
Circuit Total # 

Gates HVT LVT HVT SVT LVT 
B02 18 11 7 7 7 4 
B01 29 19 10 12 8 9 
B06 41 29 12 18 15 8 
B09 87 49 37 54 14 19 
B03 90 69 21 45 32 13 
B08 91 68 23 66 10 15 
B10 109 76 33 46 40 23 
B13 175 142 33 119 35 21 
B07 189 152 37 123 49 17 
B11 211 141 70 115 58 38 
B04 310 222 88 183 75 52 
B05 334 265 69 251 34 49 
B12 636 594 42 551 66 19 
B14 3125 2826 299 2541 436 148 
B15 3269 2961 308 2697 374 198 
B21 6509 5883 626 5280 995 234 
B20 6556 5921 635 5388 974 194 
B22 9826 8856 970 8049 1513 264 
B17 10081 9173 908 8362 1141 578 
B18 29202 27104 2098 2566

0
2312 1230 

 

The static power for each circuit is plotted in Fig. 3.  As 
expected, the static power increases as the total number of 
gates within a circuit increases.  The number of LVT cells for 
each circuit is plotted in Fig. 4.  For the dual-threshold and 
triple-threshold circuits, since most of the static power is 
dissipated by the LVT cells, it becomes obvious that the 
number of LVT cells in a circuit correlates to the amount of 
static power dissipated by the circuit. 

Figure 3.  Static power dissipation of benchmark circuits 

Figure 4.  Number of LVT cells in each circuit 

VI. CONCLUSIONS 
We have presented a novel triple-threshold static power 

minimization technique for high-level synthesis of large digital 
circuits.  We apply the technique to optimize 20 ISCAS’99 
benchmark circuits, and have achieved on average 85.3% less 
static power compared to the conventional method using only 
LVT cells.  With the seven largest circuits, the average saving 
becomes 94%.  Compared with the dual-threshold (HVT+LVT) 
technique, the triple-threshold circuits dissipate on average 
39.4% less static power.  The presented triple-threshold 
technique optimizes circuits to maintain their operation at the 
highest possible speed while saving the most static power 
compared with other techniques known in literature. 
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