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An Efficient Architecture for Two-Dimensional
Discrete Wavelet Transform

Po-Cheng Wu and Liang-Gee Chéiellow, IEEE

Abstract—This paper proposes an efficient architecture for allel filters as reported in [15] and [16]. Chuang and Chen [17]
the two-dimensional discrete wavelet transform (2-D DWT). The proposed a parallel pipelined VLSI array architecture for the
proposed architecture includes a transform module, a RAM  5_p p\WT. Chen and Bayoumi [18] presented a scalable systolic

module, and a multiplexer. In the transform module, we employ . .
the polyphase decomposition technique and the coefficient folding array architecture. Other 2-D DWT architectures have been re-

technique to the decimation filters of stages 1 and 2, respectively. ported in [19]-[23].
In comparison with other 2-D DWT architectures, the advantages =~ Among the various architectures, the best-known design for

of the proposed architecture are 100% hardware utilization, fast the 2-D DWT is the parallel filter architecture [15], [16]. The

computing time (0.5-0.67 times of the parallel filters’), regular  yegian of the parallel filter architecture is based on the modified

data flow, and low control complexity, making this architecture - - - S

suitable for next generation image compression systems, e.g.feCUrsive pyramid algorithm (MRPA) [13], which intersperses

JPEG-2000. the computation of the second and following levels among the

o . computation of the first level. The MRPA is feasible for the 1-D

 Index Terms-Dbecimation filiers, discrete wavelet transform, DWT architecture, but is not suitable for the 2-D DWT, because

image compression, JPEG-2000, multirate digital signal pro- Lo e e 2D

cessing. the hardware utilization is inefficient and a complicated control

circuit results from the interleaving data flow. Therefore, in this

paper, we propose a new VLSI architecture for the separable

2-D DWT. The advantages of the proposed architecture are the
ITH the rapid progress of VLSI design technologies}00% hardware utilization, fast computing time, regular data
many processors based on audio and image signal pfiow, and low control complexity. Additionally, because of the

cessing have been developed recently. The two-dimensional dégular structure, the proposed architecture can easily be scaled

crete wavelet transform (2-D DWT) plays a major role in thwith the filter length and the 2-D DWT level.

JPEG-2000 image compression standard [1]. Presently, researchhis paper is organized as follows. Section Il introduces the

on the DWT is attracting a great deal of attention [2]-[6]. I2-D DWT algorithm. Section Il discusses the previous design

addition to audio and image compression [7]-[10], the DW®chniques. In Section IV, an efficient architecture for the 2-D

has important applications in many areas, such as compUB#T is proposed. Section V compares the performance of var-

graphics, numerical analysis, radar target distinguishing andisgs 2-D DWT architectures. Finally, we state our conclusions

forth. The architecture of the 2-D DWT is mainly composeth Section VI.

of the multirate filters. Because extensive computation is in-

volved in the practical applications, e.g., digital cameras, high- II. 2-D DWT ALGORITHM

efficiency and low-cost hardware is indispensable.

At present, many VLSI architectures for the 2-D DWT have
been proposed to meet the requirements of real-time processm
However, because the filtering operations are required in bot
the horizontal and vertical directions, designing a highly effiziL(n1,n2)
cient architecture at a low cost is difficult. Lewis and Knowles £ lA! . . .

[11] used the four-tap Daubechies filter to designa2-D DWT ar- = Z Z g(in) - g(iz2) -2y (21 — 1) (2n2 —d2) (1)
chitecture. Parhi and Nishitani [12] proposed two architectures =~ 71=072=0
that combine the word-parallel and digital-serial methodologieg.‘r],n(m, n2)
Chakrabarti and Vishwanath [13] presented the nonseparablear- K—-1EK-1
chitecture and the SIMD array architecture. Vishwargttil. =3 > gin) i) -2 (201 —i1)(2n2 —i2)  (2)
[14] employed two systolic array filters and two parallel filters i1=0 i2=0
to implement the 2-D DWT. The modified version uses four parsij; (n1,n2)
K—-1K-1

. INTRODUCTION

The proposed architecture deals with the separable 2-D DWT,
Bose mathematical formulas are defined as follows:

_ i Y. afis) . pd L g g
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Fig. 1. Three-level 2-D DWT.

where
J 2-D DWT level; N/8
K filter length; N
g(n) impulse responses of the low-pass filtgfz);
h(n) impulse responses of the high-pass fillgfz); Y
z?2; (n1,n2) inputimage. N/4
Fig. 1 illustrates a three-level 2-D DWT. Each decomposi-

tion level comprises two stages: stage 1 performs horizontal fil- N

tering, and stage 2 performs vertical filtering. In the first-level
decomposition, the size of the input imageNisx &, and the
outputs are the three subbands$, HL, andHH, of size N/2 x N/2
N/2. In the second-level decomposition, the input is the

band and the outputs are the three subbamnd4$1, LLHL, and

LLHH, of sizeN/4 x N/4. In the third-level decomposition, the

input is theLLLL band and the outputs are the four subbands o
(LL)QLL7 (LL)QLH, (LL)QHL, and(LL)QHH, of sizeN/8 % Fig. 2. Result of the “Lena” image after a three-level 2-D DWT.
N/8. The multi-level 2-D DWT can be extended in an analo-

gous manner. Fig. 2 shows the result of the “Lena” image aftehere

L

a three-level 2-D DWT. J 1-D DWT level;
N guantity of processing data in the first level;
IIl. PREVIOUS TECHNIQUES N/2  that of the second level;

At present, the best-known architecture for the 2-D DWT is
the parallel filter architecture [15], [16]. The design of the par- N/27~! that of theJth level.
allel filter architecture is based on the MRPA [13]. The MRPA islence, if the 1-D DWT leveV is large enough, (5) will become
initially proposed for the 1-D DWT architectures. As illustrated
in Fig. 3, the MRPA intersperses the computation of the second 2(1-2")N~2N =N+ N. (6)
and following levels among the computation of the first level. ) _ )
Because of the decimation operation, the quantity of processfgcause the quantity of processing data in the second and fol-
data in each level is half of that in the previous level. The totfWing levels (i.e.N) is the same as that in the first level (i.e.,

quantity of processing data can be counted as follows: N), the computing time of the first level can be filled as shown
in Fig. 3. The hardware utilization is efficient. Hence, the MRPA
JON N N N N is feasible for the 1-D DW'_I' ar_chitecture_s. _
Z 9L-1 = N+ Sttt -t However, as illustrated in Fig. 4, we find that the MRPA is
L=1 not suitable for the 2-D DWT architectures. Since the quantity
=2(1-2")N (5) ofprocessing dataineach levelis a quarter of thatin the previous
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Fig. 3. MRPA for the 1-D DWT.
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Fig. 6. Job allocation of the parallel filter architecture.
level, the total quantity of processing data is counted as follows:

filled, as shown in Fig. 4. Hence, the hardware utilization is in-

J 5 5 5 5 5 efficient, and a complicated control circuit results from the in-
N , N N :
Z T =Nt — terleaving data flow.
=4 4 40 4 4 Fig. 5illustrates the parallel filter architecture, which is com-
4 1 4-T\N? 2 posed of four filters (Hor 1, Hor 2, Ver 1, and Ver 2) and two
- 5( - ) @ transpose memories (Storage 1 and Storage 2) for row—column
transposition. Hor 1 performs the horizontal filtering of the first
where _ level. Hor 2 performs the horizontal filtering of the second and
J ) 2-D D_WT level; . ) ] following levels. Ver 1 and Ver 2 perform the vertical filtering
N quantity of processing data in the first level; of all levels.

2 .
N*/4  thatof the second level; Fig. 6 shows the job allocation of the parallel filter architec-

: ture. According to Fig. 6, we can compute the individual and
N2%/4~1 that of theJth level. average hardware utilization of these four filters for different
If the 2-D DWT levelJ is large enough, (7) will become 2-D DWT levels as follows:

4 4 1 :
1 1 1 1 1
Verl:  ———=-+—-+—+...+—
Because the quantity of processing data in the second and fol- Lz=:1 2.4-1 2 8 32 2.4/-1
lowing levels (i.e.,N?/3) is only one third of that in the first ) s
level (i.e.,N2), the computing time of the first level cannot be =51-47) (10)
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TABLE |

HARDWARE UTILIZATION OF THE PARALLEL FILTER ARCHITECTURE FORDIFFERENT2-D DWT LEVELS

539

2.D DWT Hardware Utilization
Levels Hor 1 Ver | Ver 2 Hor 2 Average

1 1=100% 1/2=50% 1/2=50% 0 50%

2 1=100% 5/8=62.5% 5/8=62.5% 1/4=25% 62.5%

3 1=100% 21/32= 65.63% 21/32= 65.63% 5/16=31.25% | 65.63%

4 1=100% 85/128=66.41% 85/128=66.41% 21/64=32.81% | 66.41%

6 1=100% | 1365/2048=66.65% | 1365/2048=66.65% | 341/1024=33.30% | 66.65%

8 1=100% |21845/32768= 66.67% |21845/32768=66.67% |5461/16384=33.33% | 66.67%

| main problem of the parallel filter architecture as well as the

RAM (LL)*LL present 2-D DWT architecture design.
Senersor] 7] B3 Transform [——» (LL)*ILH,...,LLLH,LH

Input :@_,

Module

Fig. 7.

Proposed 2-D DWT architecture.

— (LL)}*'HL,...,LLHL,HL
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Fig. 8. Tree-structured transform module.
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Fig. 9. Two-fold decimation filter.
J
1 1 1 1
Ver 2 =—4+-4+=
;2 4L-1 2+8+32+ +2-4J—1
2
=3(1-47) (11)
1 11 1 1
Hor 2 : =0+ -t+ =+ =+ + 5
;4L1 +4+16+64+ +4J*]L

12)

1
Average: Z(Hor 1+ Ver1+ Ver2+ Hor2)

- Sa-a)

whereJ is the 2-D DWT level.
Table | lists the hardware utilization of the parallel filter arSince stage 2 is cascaded after stage 1, stage 2 can not work

chitecture for different 2-D DWT levels. In one-level 2-D DWT,until stage 1 finishes its job. Therefore, we find that there will

the hardware utilization of the parallel filter architecture is onlpe2a x (t —t/2) = at hardware idle in stage 2. In other words,

50%. As the 2-D DWT level increases, the utilization convergelse hardware utilization in the original design is inefficient.

to 66.67%. Because of inefficient hardware utilization, the par- In order to solve this problem, we consider a single decima-

allel filter architecture requires a longer computing time, thigon filter as shown in Fig. 9. The frequency labelg

(13)

IV. PROPOSED2-D DWT ARCHITECTURE

The block diagram of the proposed 2-D DWT architecture
is shown in Fig. 7, which includes a transform module, a
RAM module, and a multiplexer. The size of the RAM module
is N?/4. The decomposition scheme is level by level and
described as follows. In the first-level decomposition, the
multiplexer selects data from the input image. The transform
module decomposes the input image to the four subbhbds
LH, HL, andHH, and saves theL band to the RAM module.
After finishing the first-level decomposition, the multiplexer
selects data from the RAM module. Thd band is then
sent into the transform module to perform the second-level
decomposition. The transform module decomposes Lihe
band to the four subbandd LL, LLLH, LLHL, and LLHH,
and saves theLLL band to the RAM module. After finishing
the second-level decomposition, the multiplexer selects data
from the RAM module. Thd LLL band is then sent into the
transform module to perform the third-level decomposition.
The transform module decomposes thd L band to the four
subbands(LL)?LL, (LL)?LH, (LL)*HL, and (LL)?HH, and
saves thé LL)?LL band to the RAM module. This procedure
repeats until the desired levél(i.e., the last level) is finished.

The advantage of such a scheme is that the data flow is very
regular. We can concentrate our effort to efficiently design the
transform module. As shown in Fig. 8, the transform module
is tree-structured and comprises two stages. Stage 1 performs
horizontal filtering, and stage 2 performs vertical filtering. To
design the transform module efficiently, we assura&to be
the area cost andt™ to be the time cost required in stage 1.
According to the original design as shown in Fig. 8, the number
of filters required in stage 2 is double that of stage 1. Th&tas,
is the area cost required in stage 2. On the other hand, because
of the decimation operation in stage 1, the quantity of data for
filtering in each filter of stage 2 is half that of stage 1. Hence,
the computing time required in stage 2 is halftofi.e., t/2.

and
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DATA FLOW OF THE DECIMATION FILTER EMPLOYING THE POLYE?—&I;ED!COMPOSITIONTECHNIQUE (SW: DIRECTIONS OF THESWITCH)
Clk|SW| In | OddPart | EvenPart |  Out
0 0 | x(0) |ax(0)
1] lap) lap(rax©
2 0 | x(2) |ax(2)+ax(0)
301 e lapGrrax(l) jaxBrtax@ytax(l)tax(0)
4 0 | x(4) lax(d)y+ax(2)
s ] la9tanB) |aSrtax@rtax()a2)
6 0 | x(6) |ax(6)tax(4)
701 x| lasax) |aw(Trtax(E)tax(Sitax)
8 0 | x(8) jax(8)+ax(6)
9L M9 |axOrtax(D) |ax(9)tax®)tax(Ttax(b)

Even Part

V : Muttiplier
O : Adder
1 : Register

Odd Part

Fig. 11. The decimation filter employing the coefficient folding technique.
Fig. 10. Decimation filter employing the polyphase decomposition technique.

The resultagz(1) + a12(0) is then output. In clock-cycle 2,
“f/2" imply that the output frequency is half the input frethe input datac(2) is multiplied with the coefficients; and
qguency. The decimation filter can be implemented directly tgdded with the content of R1, i.ex(1) + a3z(0). The result
a filter followed by a two-folded decimator. However, the decia;z(2) + azx(1) + azx(0) is then stored to RO. In clock-cycle
mator discards one sample out of every two samples at the filBrthe input data:(3) is multiplied with the coefficient,, and
output, causing poor hardware utilization. Hence, we emplaylded with the content of RO, i.ewz(2) + asz(1) + asz(0).
two different design techniques to enhance its performance. Thee resultigz(3)+a;1 2(2)+a22(1)+a32(0) is then output. The
first technique is the polyphase decomposition technique asfélowing clock cycles are arranged in an analogous manner.
lustrated in Fig. 10, which decomposes the filter coefficienfBhe operation of the PE1 is similar to the PEO. Because every
into even-ordered and odd-ordered parts. In the even clock tyo coefficients share one set of a multiplier, adder, and register,
cles, the input data are fed to the odd part and multiplied with thigis technique can approximately reduce the area cost to a half.
odd-ordered coefficients. In the odd clock cycles, the input datée use the symbolA /2" to represent the coefficient folding
are fed to the even part and multiplied with the even-order¢echnique. Table Il shows the data flow of the decimation filter
coefficients. The output data are the sum of the odd and ewvemploying the coefficient folding technique.
parts. The internal clock rate is half the input clock rate after Now, we employ these two design techniques to the decima-
employing the polyphase decomposition technique. Therefotien filters of stages 1 and 2, respectively. Hence, four different
we can double the input clock rate to increase the throughpdésign methods are derived for the transform module. The de-
When the quantity of processing data is the same, the computsign strategy (including the original design) is listed in Table IV.
time will be reduced to half. Thus, this technique can reduégom Table IV, we find that if we employ the polyphase decom-
the time cost to a half. We use the symb@/2” to represent position technique to stage 1 and the coefficient folding tech-
the polyphase decomposition technique. Table 1l shows the datque to stage 2, the area and time cost will both be the same
flow of the decimation filter employing the polyphase decona andt/2 in stages 1 and 2. Thus, the total area co2aisind
position technique. the total time cost i$/2. The AT product is reduced frolat

The second technique is the coefficient folding techniqut at, and no hardware is idle in stage 2. Therefore, the perfor-

As illustrated in Fig. 11, every two coefficients share one satance of the new design method is three times more efficient
of a multiplier, adder, and register. The switches control tltean the original design. In contrast, the other design methods,
data path. The operation of Fig. 11 is described as followas listed in Table 1V, cause the hardware to be idle in stage 2.
Viewing the PEO first, in clock-cycle 0, the input datd0) Hence, they are not efficient design schemes.
is multiplied with the coefficientz; and added with the con-  In stage 2 of the transform module, because the image data are
tent of R1 (initially zero). The resuk; z(0) is then stored to fed by a raster-scan mode, each coefficient requires a line delay
RO. In clock-cycle 1, the input dat&(1) is multiplied with the to store the row data for vertical filtering. Therefore, the regis-
coefficientay and added with the content of RO, i.e;x(0). tersin Fig. 11 need to be replaced with the line delays for ver-
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TABLE 1lI
DATA FLOW OF THE DECIMATION FILTER EMPLOYING THE COEFFICIENT FOLDING TECHNIQUE. (ST/: DIRECTIONS OF THESWITCHES)

R T R e e e
0 0 | x(0) jax(0) ax(0)

1L ) faDa) fa(Dba0)  lap(tax®)
2 0 | x2) ax(2) ax(2)+ax(1)+a,x(0)

311 x0) jax()rtax) |axB)tax@tax(litax(0) |ax(3)tax@)tax(l)tax(0)
4 0 | x(4) |a,x(4) ax(drax(3)+ax(2)

5L x5) jaxS)rtaxd) lax(Syrax@rtan(rtax?) |ax(rtax)tax3)ax(2)
6 0 | x(6) |ax(6) ax(6)tax(5)+ax(4)

7 D) jax(Drax6) |ax(rtaxrtax(d)tax4) |ax(tax(6ytax(Srtax(4)
8 0 | x(8) lax(8) ax(8)+ax(Tyrax(6)

9 | 1 | X9 |ax(9rtax(®) |axOrax@rrax(Dtax(®) |ax(Oyax®)tax(T)tax(6)

TABLE IV
DESIGN STRATEGY OF THE TRANSFORMMODULE. (T/2Z POLYPHASE DECOMPOSITIONTECHNIQUE, A/ZZ COEFFICIENT FOLDING TECHNIQUE)

Methods Stage 1 Stage 2 Total | Total | AT | Stage2
Stage 1 | Stage2 | Area | Time | Area | Time | Area | Time | Prod. Idle
Original Design a t 2a 12 3a t 3at at
T2 T2 a 12 2a /4 3a 2 | 3at2 | a2
A2 A2 al2 t a 12 3al2 t 3at2 | at2
172 A2 a 12 a 12 2a 12 at 0
A2 T2 al2 f 2a 14 5al2 t Sat/2 | 3at/2
TABLE V

DATA FLOW OF THE MODIFIED DECIMATION FILTER EMPLOYING THE COEFFICIENT FOLDING TECHNIQUE FORVERTICAL FILTERING.
(STV: DIRECTIONS OF THESWITCHES, N: LENGTH OF THEROW; 2*(n): nTH ROW DATA)

Clk|SW| m | PEL |  PEO | Out

0 0 | x*(0) |ax*(0) ax*(0)

N |1 ) e (et (0) et (Drap©) ap*(rtast(0)

2N 0 | x*(2) lax*(2) ax*(2yrax*(yta;x*(0)

N1 B [t B)tant(2) |ax*G)rtant Q)tan (D+axt(0) laxtGrrant Qa1 ax*(0)
4N | 0 | x*4) |ax*(4) ax*(4ytax*Gytax*(2)

SN | 1| x¥(5) [ax*Grraxt(d) |aptGrrap(@)tantGrat(2) lapt () tax*(@rrax* 3 tax*(2)
6N | 0 | x*(6) la,x*(6) ax*(6)rax*(S)ytax*(4)

IN | L D) | (Dra*(6) [ap(Tran (63 ax*(S)taxt(@) [ap (Drrax*(6)Fax*(Sytax*(4)
8N | 0 | x*8) |a:x*(8) ax*(8)+ax*(7ytax*(6)

OV | 1| M) |aatOrran*(8) | (Orrac (8)an*(1+a*(6) a9y rap*(8)tam*(7)tax*(6)

PE 1 PEO Every two input rows generate one output row. Fig. 13 shows the
structure of the line delay, which is composedJjoelect sig-
nals, N/27 ,N/27~1 N/2/=2 ... N/4, N/2, and J storage
blocks of sizeN /27, N/27 N/2/=Y N/27=2 ... N/8,N/4.
The size of the line delay in the different decomposition levels
is described below.

In the first-level decomposition, the select sigNg§l2 is en-
abled, and the others are disabled. The size of the line delay is
the sum of all storage blocks as follows:

Fig. 12. The modified decimation filter employing the coefficient folding
technique for vertical filtering.

N N N N N N
8

N
tical filtering. Fig. 12 shows the modified result. The data flow 37 T 57 T 57=1 + Tt et 1

2J-2 16 +
is shown in Table V where*(n) represents theth row data. (14)
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x(n,n)

Select
Signals

m bits LL LH HL HH

LLL Eﬂ LLH E
N/4 LLLL EE] LLLH é LLHL gﬂ LLHHEE

(LLYL é (LL)ZHE
Out

(LLPLL (LLPLH  (LLPHL (LLYHH
@

| Fig. 15. Three-level 2-D DWT in the proposed architecture. The
n } Sel=0 Sel=1 decomposition begins with af x 8 block in the first level, and ends

Select #{‘ Out-b outa with four1 x 1 pixels in the third level.

Out-a Out-b

In XXX
XXX In

Thus, it can store the row data output from the decimation filter
of stage 1. In the second-level decomposition, the select signal
N/4is enabled, and the others are disabled. The size of the line
Belay is the sum of the previous- 1 storage blocks as follows:

(b)

Fig. 13. (a) Line delay with select signals to change its size
N/2,N/4,N/8,...,N/27 in the different decomposition levels. (b)

The 1 to 2 demultiplexer used in the line delay. N N N N N N N
ST T T 15
2~’+2~’+2~’—1+2J—2+ +16+8 4 (15)
n the following decomposition levels, the select signals change
Stage 1 Stage 2 In the following d tion levels, the select signals ch
7 the size of the line delay t&/8 in the third level,N/16 in the

fourth level, ..., N/2/~1 in the (J — 1)th level, N/27 in the
Jth level.

Assume that the low-pass filter has four tapg; a;, as,
and a3, and the high-pass filter has four taps, 01, 0o,
and b3. Fig. 14 illustrates the transform module employing
both the polyphase decomposition and the coefficient folding
techniques. The frequency labelg™" f/2,” and “f /4" imply
that the output frequency is a quarter of the input frequency. In
stage 1, because we use the FIR direct-form to implement the
polyphase decomposition technique, the low- and high-pass
decimation filters can share the same registers. Here, we have
assumed that the filters in stages 1 and 2 have the same length,
but in practice, this condition is not necessary for the correct
operation. In addition, because we employ the polyphase
decomposition technique in the decimation filters of stage 1,
the internal clock rate of the transform module is half the input
clock rate. Fig. 15 illustrates the three-level 2-D DWT in the
proposed architecture. The decomposition begins with a8
block in the first level, and ends with four x 1 pixels in
the third level. Table VI shows the data flow according to the
ports of the transform module. The clock cycles 0-63 perform
le the first-level decomposition, the clock cycles 64—79 perform

the second-level decomposition, and the clock cycles 80-83

perform the third-level decomposition. Because of the regular

BiL!

Fig. 14. Transform module employing the polyphase decompositioﬂruqture’ the proposed architecture can be easily scaled with
technique to stage 1 and the coefficient folding technique to stage 2. the filter length and the 2-D DWT level.
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TABLE VI
DATA FLOW OF FiG. 15

Clk In . | " Ly tH | HL HH
0 x(0,0), x(0,1) L(0,0) H(0,0)
7 2(0.2), x(0,3) 1(0.1) mo ‘
4 %(0,4), x(0,5) 1(0,2) H(0.2)
6 *(0,6). 1(0.7) 103) | HO3) v T

"8 | x(1L0)Lx(LD) L(1,0) H(1,0) L1(0,0) LH(0,0) HL(0.0) HH(0,0)
10 X1D.A3) | KLy | HLh | LHOY LH(0,1) HLO.D) HH(O.1)

TI x(1,4), x(1,5) 1(1,2) H(1,2) 11(0.2) LH(0,2) HL(0.2) HH(0,2)
14 1.6, 517 I(13) H(13) LL(03) LH(0,3) HIO.3) HH(0.3)
16 x(2.0), x(2.1) 1(2,0) H(2.0)
18 *22).723) o o ' ; .
20 x(2.4), X(2,5) 1(2.2) HQ2.2)
2 H2.6).32.7) o H2.3) : ,
24 x(3.0), x(3.1) L(3.0) H(3.0) LL(1,0) LH(1,0) HL(1.0) HH(1,0)
26 x3,2), x(3.3) L3.b H3D LL(LY LH(L.T) HLL D) HH(L D)
28 x(3.,4), x(3.5) 1(3.2) H(3.2) 11(12) LH(1.2) HL(1.2) HH(1,2)
30 *(3.6). x3.7) 133) HG3) L 3) LH(3) HL(1.3) HH(1.3)
32 X(4.0), x(4,1) 1(4,0) H(4,0)
34 *(42). x(4.3) an | HAD E
36 x(4.4), x(4.5) L(4.2) H(4.2)

38 x46).x37) 1(33) H(43)
40 %(5.0), x(5,1) L(5.0) H(5.0) LL(2.0) LH(2.0) HL(2.0) HH(2.0)
21 262,363 L. HG.1) LL2.1) LH2.1) HLE.Y) HHQR.)
44 x(5.4), x(5.5) 1(5.2) H(5.2) LL(2.2) LH(2.2) HL(2.2) HH(2.2)
46 x(5.6). x(5.7) 1(53) H(5.3) Lez3) LH2.3) HL2.3) HH?.3)
48 x(6.0), x(6.1) 1(6,0) H(6,0)
50 x(6,2), X(6.3) L(6.1) H(6.1)
52 x(6.4), x(6.5) 1(6,2) H(6.2)
54 (6.6), (6.7 L(63) H(6.3)
56 x(7,0), x(7.1) L(7,0) H(7.0) LL(3.0) LH(3.0) HL(3.0) HH(3.0)
58 x(7.2), x(7.3) L7.D HD iGh | Heh HLG.D) HHG,D)
60 x(7.4), x(1.5) 1(7.2) H(7.2) LL(3.2) LH(3.2) HL(3.2) HH(3.2)
62 X(7.6), x(0.7) 103) H(1.3) LL33) LHG.3) HL(G.3) HHAG3)
64 LL(0,0), LL(0,1) LLL(0.0) | LLH(0.0)
66 LL(02), LL(0,3) LILO1) | LLH®.1)
68 LL(1,0). LL(1.1) LLL(1L0) | LLH(1.0) | LLLLO,0) | LLLH(0.0) | LLHL0.) | LLHH(0.0)
70 LI, LL(13) LLL(1.1) LLH(1.D) LLLL(O:1) LLLHQO,1) LLHLO1) LLHH(O.1)
7 LL(2,0), LL2.1) LLL(2.0) | LLH(2,0)

L ITe o L) LIIQ.Y) | LLAGD)
76 LL(3,0), LL(3.1) LLLG3.0) | LLHG.0) | LLLI(L,0) | LLLH(,0) | LLHL(.0) | LLHH(1.0)
78 LL(32). LL(3.3) LLLG) | LLHG) | LLLLOLL) | LLLE(LYy | LEHLAL) | LLHHQD
80 | LLLL(0,0), LLLL(0.1) | (LLYL(0,0) | (LLYH(0.0)
82 | LLLL.0). LLLL(LY) | (LLYL(LO) | (ELYH(1.0) | (LLPLL(OO) | (LLYLH(0.0) | (LLYHL.0) | (LL}HH(0.0)

V. PERFORMANCE COMPARISONS clock rate. The parametéf is the filter length N2 is the image

) ) ) ~size, and/ is the 2-D DWT level. The computing time of our
The typical 2-D DWT architectures include the parallel filtegchitecture is derived as follows:

architecture [16], direct architecture [14], nonseparable archi- J

2
tecture [13], SIMD architecture [13], and systolic-parallel ar- T= 1 Z %
chitecture [14]. In Table VII, we compare the performance of 24
our architecture and these 2-D DWT architectures in terms of 1({., N?* N2 N2 N?
the number of multipliers, the number of adders, storage size, ) <N + 4 + 42 + 43 +oot M——1>
computing time, control complexity, and hardware utilization. ) P
The computing time has been normalized to the same internal = 3(1 —477)N (16)
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TABLE VIl
PERFORMANCE COMPARISONS OFVARIOUS 2-D DWT ARCHITECTURES (K : FILTER LENGTH; N 2: IMAGE SIZE; AND J: 2-D DWT LEVEL)
. . Storage Computing Control Hardware
Architectures Multipliers | Adders Size Time Complexity | Utilization
Ours 4K 4K | N*/4+KN+K | 05N ~0.67N Simple 100%
Parallel Filter [16] 4K 4K 2KN+N N Complex Low
Direct [14] K K N 4N? Complex Low
Non-Separable [13] 2K 2K 2KN N Complex High
SIMD [13] 2N 2N N KJ Complex Low
Systolic-Parallel [14] 4K 4K 2KN+4N N Complex Low
Computing Time already existing in the systems to save the intermediate data.

Hence, in this condition, the proposed architecture will not re-

m H) L quire the RAM module. The remain storage size&i&/ + K,
%i 8-2 I whereK N is the line delays required in stage 2 for vertical fil-
< 071 tering, andK is the registers required in stage 1 for horizontal
s 08¢ filtering.
% 047
< 03}
E 8-% [ V1. CONCLUSION
T 00 OParallel .
B0urs In recent years, many 2-D DWT architectures have been pro-

posed to meet the requirements of real time processing. How-
2-D DWT Levels ever, the hardware utilization of these architectures needs to be
further improved. Therefore, in this paper, we have proposed
Fig. _16. Compu‘ting time of the proposed architecture and the parallel filtgn efficient architecture for the 2-D DWT. The proposed ar-
architecture for different 2-D DWT levels. chitecture has been correctly verified by the Verilog Hardware
Description Language (Verilog HDL). The advantages of the
where the factot /2 is because the internal clock rate of our arProposed architecture are the 100% hardware utilization, fast
chitecture is half the input clock rate. Therefore, if our archite€omputing time, regular data flow, and low control complexity,
ture and other architectures have the same internal clock rareking this design suitable for next generation image compres-
the throughput of our architecture is twice that of other arch#ion systems, e.g., JPEG-2000.
tectures. To do this, doubling the input clock rate for the pixel
input can be used. The outcome of the comparisons shows that
our design outperforms other architectures, especially in com-

; ; ; i ati [1] Coding of Still Pictures: JPEG 2000 Part | Final Committee Draft Ver-
puting time, control complexity, and hardware utilization. sion 1.0 ISO/IEC JTC 1/SC 20/WG 1 (ITU-T SG8), Mar. 2000,

We also compare the computing time and the hardware uti4{2] S. G. Mallat, “A theory for multiresolution signal decomposition: The
lization between our architecture and the parallel filter archi- wavelet representationlEEE Trans. Pattern Anal. Machine Intgliol.
tecture [16] for different 2-D DWT levels. The design of the 11, pe. 674-693, July 1989. - ;

- ) ] : g ) ] [3] ——, “Multifrequency channel decompositions of image and wavelet
parallel filter architecture is based on the MRPA, which in- models,”|EEE Trans. Acoust., Speech, Signal Processing 37, pp.
tersperses the computation of the second and following levels, 20912110, Dec. 1989. ,

h . f the first | | Fig. 16 bl h 4] P. P. VaidyanathanMultirate Systems and Filter Banks Englewood
among the computation of the first level. Fig. plots the com- Cliffs, NJ: Prentice-Hall, 1993.

puting time for different 2-D DWT levels, showing thatin one- [5] M. \Vetteri and J. Kovacevic, Wavelets and Subband
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