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By case studies, we have shown that system-level specifications can
be mapped systematically to an optimized block diagram (case study
“saw-tooth generator”). Furthermore, we could systematically and in
a quantitative way evaluate the effect of oversampling to a system
(case study “converter”). In another case study, we could evaluate
the influence of a different partitioning (analog/SC/digital) to the
design. The proposed methods can be seen as a prototype of a first tool
for “analog/digital codesign” because they permit the system-level
optimization of mixed-signal applicationsacross the borderbetween
analog and digital domains.
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Abstract—This brief proposes a new algorithm to synthesize low power
bipartition-codec architecture for pipelined circuits. The bipartition-codec
architecture has been introduced as an effective power reduction technique
for circuit design. The entropy-based partition-codec (ENPCO) algorithm
extends this approach as it optimizes for both: power and area. It uses
entropy as a criterion to balance between power and area. The ENPCO
algorithm is composed of two phases: first, it clusters the output vectors
with high occurrence into a group, moving all remaining output vectors
into another group. The first group will be encoded in order to save power.
Secondly, based on circuit entropy, output patterns are moved between
both groups in order to balance power consumption and area overhead. A
number of Microelectronic Center of North Carolina (MCNC) benchmarks
were used to verify the effectiveness of our algorithm. Results demonstrate
that ENPCO algorithm can achieve low power with less area overhead than
the single-phase algorithm introduced in [1].

Index Terms—Entropy, low power.

I. INTRODUCTION

In modern VLSI chip designs, power dissipation has become one of
the major concerns (besides area and speed) due to the widespread de-
mand for high performance computing in portable systems. Because
of its high throughput, pipelining is popularly used in such systems.
Unfortunately, the registers that are inserted into the circuit to separate
pipeline stages are a major source of power consumption [2]. There-
fore, increasing system clock frequency without sacrificing low power
properties requires advanced pipelined synthesis algorithms.

In today’s VLSI circuits, the dominant fraction of average power
dissipation is attributed to dynamic power dissipation caused by the
switching activity of gate outputs [3]. As a result, many power opti-
mization techniques that try to reduce switching activities to the min-
imum at various design levels have been proposed in recent years ([4],
[5], [3] are good surveys to previous research efforts).

For logic level designs, two major low power techniques,precompu-
tationandgated-clockare often applied. Alidinaet al. first proposed a
precomputation-basedscheme, which selectively disables the inputs of
a sequential logic circuit to achieve low power consumption [6]. An-
other precomputation scheme is circuit partitioning. The idea of par-
tition for low power is that in behavioral descriptions of hardware, a
small set of computation often accounts for most of the computational
complexity as well as power dissipation. The authors of [7] extract
CCC’s (Common-Case Computation) during the design process and
simplify the CCCs in a stand alone manner to achieve power saving.
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In 1999, Ruanet al. proposed a bipartition-codec architecture which
treats each output value of a combinational circuit as one state of a
FSM, so that the most transitive states will be extracted to build a
small subcircuit [1]. Additionally, Choi and Hwang partition a combi-
national circuit into multiple subcircuits through the recursive applica-
tion of Shannon expansion with respect to the selected input variables
[8]. While these approaches could successfully reduce power consump-
tion they also incur some area overhead. Moreover the relationship be-
tween the number of partitions and power/area is still unclear. Ruan
et al.showed that partitioning circuits with more than two-ways often
does not save power due to the overhead of duplicated input latches
and output multiplexors [9]. Beniniet al. proposed agated-clockap-
proach to build low power FSMs [10]. The approach eliminates un-
necessary glitches in the idle states of FSMs. In [11] and [12] a FSM
is decomposed into a number of coupled submachines so that most of
the time state transitions of high probability will be confined to smaller
submachines.

Additionally, power estimation plays a significant role in low power
design as it helps rating different design alternatives with respect to
power consumption. Power estimation is especially important at higher
level of abstraction in order to provide synthesis algorithms with infor-
mation that can be used to optimize for low power. Various approaches
for power estimation have been developed. Taking entropy-based esti-
mation as example, it is an interesting solution to the problem of how
to predict the area and power dissipated by a digital system for which
an input/output description is available [13]–[16].

In this paper, we propose an algorithm calledentropy-based parti-
tion-codec algorithm(ENPCO) which optimizes pipelined circuits for
low power while incurring only small area overhead in most cases.
Power saving is achieved by generating a bipartition-codec architecture
from the original circuit. The ENPCO algorithm includes two phases:
given a circuit described by PLA format, we first bipartition the PLA
into two sub-PLAs. The first sub-PLA only includes patterns that fre-
quently occur on the outputs (note that we assume that eachinputpat-
tern have equal probability) while the other PLA is built from the re-
maining patterns. In the second phase, encoding is applied on the highly
active sub-PLA and entropy is used to estimate the area of the entire ar-
chitecture in order to fine tune both sub-PLAs (i.e., patterns are moved
from one sub-PLA to the other in order to decrease area overhead).
ENPCO algorithm decreases are overhead from 45.3% to 31.8% com-
pared to the single-phase algorithm proposed in [17] while achieving
almost the same power saving effects.

We illustrate our synthesis flow in Fig. 1.Bipartition is the first phase
of ENPCO algorithm whileFine Tuneand the remaining processes be-
long to second phase. In order to verify the results, our synthesis flow
from the PLA specification to the transistor-level implementation and
an accurate switch-level power estimation tool, EPIC powermill1 , is
used to estimate power consumption. The experimental results prove
that ENPCO algorithm can save power consumption for most circuits
of the MCNC benchmarks.

The major difference between bipartition-codec and precomputation
architectures is that precomputation only disables some of the input
pins to reduce switching activity of the combinational logic. However,
the remaining input signals may also incur redundant switching activity
in the entire combinational logic. Furthermore, precomputation does
not account for the power dissipation of pipeline registers. Conversely,
bipartition-codec architecture separates the combinational logic which
ensures they will not influence each other. Moreover we take power dis-
sipation of pipeline registers into account by applying the codec struc-
ture. This helps reducing power dissipation significantly.

The paper is organized as follows. Section II presents the basic
models of power dissipation and area complexity of CMOS circuits.
Section III describes the bipartition-codec architecture which is pro-
posed in [1]. In Section IV, we formulate the problem and propose the

1EPIC Powermill was developed by DPIC Design Technology, Inc.

Fig. 1. Synthesis flow.

ENPCO algorithm. Section V demonstrates the experimental results
to verify and prove the feasibility of our algorithm. We conclude in
Section VI.

II. PRELIMINARIES

In this section, we first describe the power dissipation model
of CMOS circuits [4]. This leads to a relationship between power
consumption and switching activity. Moreover, we describe an area
estimation model based upon the input/output entropies [16].

A. Power Dissipation Model

In a digital CMOS circuit, the major source of power dissipation
is switching activity so that the power consumption in digital CMOS
circuits can be simply written as follows [4]:

P = 0:5� CL � V
2

dd �E(sw)� fclk; (1)

whereCL is the loading capacitance,Vdd denotes the supply voltage,
andfclk is the clock frequency. These three parameters are primarily
determined by the fabrication technology and circuit layout considera-
tions such as transistor sizing.E(sw) is the average transition number
per clock cycle (referred to as the transition density), which can be de-
termined by evaluating the logic function and the statistical properties
of the input vectors. Obviously, (1) relates the dominant power dissi-
pation to the switching activity of a CMOS circuit.

B. Area Estimation Model

For efficiency consideration, we adopt the area complexity model
proposed by Chenget al. [16]:

L(n; d;X) = (1� d) � k � 2n �H(X) (2)

where n is the number of input pins,d is the fraction ofdon’t
care terms in the truth table of the circuit,k is constant, and
H(X) is the entropy of the outputs. LetP be a set of probabilities
P = fp(s1); p(s2); . . . ; p(s2 )g where p(si) is a probability
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Fig. 2. Combinational pipelined circuit.

functionp : S �! f0::1g which returns the frequency of an output
patternsi. For example,

p(si) =
xi

2n

wherexi is the number of appearances of patternsi at the outputs of
the circuit if all possible 2n input patterns are assigned to the circuit
exactly once (note that somexi may be 0). Then, the entropyH(X) is
defined as follows:

H(X) =

2

i=1

pi � log2
1

pi
(3)

wherem is the number of output pins of the circuit. Note that entropy is
intuitively related to switching activity. For example, an-input signal
that rarely toggles suggests that the word-level values are relatively
stagnant and many values will probably not appear. This skew occur-
rence probability gives a low entropy measure. Conversely, if signals
are highly active, all word-line values are very likely to appear with the
same probability. This maximizes entropy of the signals [18].

III. B IPARTITION-CODEC ARCHITECTURE

A pipeline stage can be represented by a combinational logic block
separated by distinct registers as shown in Fig. 2.

Fig. 3 is a bipartition architecture without codec, where GCB selects
a group to be enabled. Only one group can be active in a cycle. After
bipartitioning a circuit, we apply the encoding technique introduced in
[19] to the highly active subcircuit (Group1). To reduce power con-
sumption of the registers of the highly active subcircuit (Group1), we
replace it with a codec structure that consists of an encoder and a de-
coder (see Fig. 4). Note that the encoder not only encodes the outputs
with minimal Hamming distance but also generates aSEL signal to
choose the data path to be activated. In detail, the bipartition-codec ar-
chitecture operates as follows. The input IN feeds into the Encoder and
the registers ofGroup2. SignalSELand the encoding outputs become
valid before the rising edge of the global clockCLK. If SEL = 1, the
gated clockCLK1 will be activated andCLK2 be stopped when the
next rising edge ofCLK arrives. At this moment the encoding output
passes through registerR1 and propagates into the decoder. Note that
the inputIN will not propagate throughR2. Hence the Decoder is se-
lected to compute the outputs whileGroup2 is idle.

Note that the presence of the low-enabled latch is needed for a correct
behavior, becauseSELmay have glitches that must not propagate to the
AND gate whenCLK is high. The high-enabled latch memorizes the
SELfunction during a period of the global clock so that the multiplexer
can select a correct output. The two latches work as a master-slave
flip-flop. The interested reader may refer to [1] for further analysis of
the architecture.

Note that the performance of the bipartition-codec architecture de-
pends on the selection of output vectors that are assigned to Group

1

(encoder/decoder). Unfortunately, forn different output patterns there

Fig. 3. Bipartition architecture.

Fig. 4. Bipartition-codec architecture.

are n

1
+ n

2
+ � � �+ n

n�1
= 2n � 2 possible bipartitioning config-

urations. As a result, testing all configurations becomes computational
expensive for largen.

IV. ENPCO ALGORITHM

A. Problem Formulation

The total area estimation model is

Total Area=areaE + areaD + areaG2 + overhead

=LE(nE ; dE ; XE) + LD(nD; dD; XD)

+ LG2(nG2; dG2; XG2) + overhead

=LE(n; dE ; XE) + LD(nD; dD;XD)

+ LG2(n; dG2; XG2) + overhead (4)

whereareaE , areaD andareaG2 represent the area of Encoder, De-
coder andGroup2 after being synthesized by SIS, respectively. The
last termoverheadconsists of latches, logic gates, registers and mul-
tiplexers shown in Fig. 4. Note that we replacednE andnG2 with n

because the numbers of input pins forEncoderandGroup2 are the
same as the number of input pins of the original circuit.

For our optimization approach we use a slightly simplified version of
(4) to estimate area consumption of the bipartition codec architecture
by neglecting theoverheadterm, which is a constant throughout the
optimization approach:

Total Area0 =LE(n; dE ; XE) + LD(nD; dD;XD)

+ LG2(n; dG2; XG2)

=k � 2n((1� dE)H(XE) + (1� dG2)H(XG2))

+ k � 2n (1� dD)H(XD): (5)

B. Two Phases ENPCO Algorithm

The input of the algorithm is the set of different output patterns
S = fs1; s2; s3; . . . sqg of the circuit (note that here only pattern that
actually appear at least once on the outputs are inS). Its output is a set
of output patternQ � S that are assigned to the encoder/decoder part
of the bipartition architecture.
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Fig. 5. Algorithm to select candidates (phase 1).

The algorithm is divided into two phases. In the first phase we select
a set of candidatesC � S which might be moved to the encoder/de-
coder part of the architecture. These candidates are selected by their
frequency of appearancep(si) on the outputs of the circuit. The mo-
tivation behind this approach is to assign a few highly active output
pattern to the encoder/decoder section of the bipartition circuit in order
to keep the small (with respect to area) part of the architecture active
most of the time while the bigger part is mostly idle.

The second phase selects from the set of candidatesC a subset of
patternQ � C that are finally assigned to the encoder/decoder part.

Phase 1: Fig. 5 shows the algorithm used for Phase 1. In order to
select a “promising” set of candidates for the second phase of our algo-
rithm,C is determined by two main rules. First, all patterns that have a
probability above the average value1=q are added to candidate setC. If
the sum of probabilities of all patterns (prob) in C is less than 1/2 then
further pattern are added (in decreasing probability order) until 1/2 is
reached.

Phase 2: After determining the candidate setC, the next step is
to select a subset of elements fromC that will be assigned to the en-
coder/decoder section of our architecture. However, our selection does
not only focus on reducing power but also on reducing the area re-
quired to implement the entire architecture. Hence, our goal is to find
a nonempty setQ � C that if assigned to the encoder/decoder part of
our architecture results in a minimal total area complexity. Note that an
exhaustive search is impractical asO(2jQj) permutations must be ana-
lyzed. Hence, we use a greedy approach to find an acceptable solution
in O(jQj2).

During runtime of the algorithm area consumption of various config-
urations are tested and compared as follows: based on a chosen pattern
setV � C, the algorithm introduced in [19] is executed to find a good
binary representation ofV . The encoding results are then used to esti-
mate area of the total circuit using the following Equation:

Total Area00(S; V ) =2n((1� dE(V ))H(XE(V ))

+(1� dG2(SnV )H(XG2(SnV ))))

+2n (1� dD(V ))H(XD(V )): (6)

It is derived from (5) by removing constantk. V is the set of output
states that shall be associated with the encoder/decoder part whileS is
the entire output set. Note that valuesdE(V ), XE(V ), nD(V ), dD(V )

andXD(V ) depend on the results obtained from encoding.
The actual algorithm is shown in Fig. 6. It takes the candidate set

C as a parameter and returns the final setQ to be assigned to the en-
coder/decoder part. The algorithm uses two internal sets:T is a tem-
porary set of pattern whileQ holds the best pattern set found so far.

Fig. 6. Algorithm to select final setQ fromC (phase 2).

In each iteration of the while loop a patterns 2 C is selected so
that the total area of the circuit is minimal. This is done by applying
the encoding algorithm introduced in [19] on each combinationT [
s and using (6) toestimatethe area of the total circuit (i.e., area of
Encoder + Decoder + Group2). From these estimation results the
best (smallest total area) is selected and the correspondings is added
to T and removed fromC. Hence, in each iteration of the while loop
a single pattern is removed fromC and added toT until C is empty.
Finally, in each iteration the area consumption ofT is compared to the
area value ofQ to determine the best pattern set among all iterations
executed so far.

In order to explain the algorithm in more detail a short example
is given: suppose we have a candidate setC = fs1; s2; s3; s4g that
has been extracted from the output pattern setS (I.e., C � S).
During the first iteration a patterns is determined that gives us a
minimum area value. For example, we determine TotalArea00(S; s1),
Total Area00(S; s2), Total Area00(S; s3) and TotalArea00(S; s4) in
order to find the best pattern. Let us assume that TotalArea00(S; s3)
is the minimum among all these values. Hence,T 1 is set to {s3} and
s3 is removed fromC (i.e.,C1 = fs1; s2; s4g; the exponent denotes
the iteration number). Next we compare TotalArea00(S; fs3; s1g),
Total Area00(S; fs3; s2g) and TotalArea00(S;fs3; s4g). Suppose
that TotalArea00(S; fs3; s1g) is the minimal area among these three
values. As a result, we getT 2 = fs3; s1g andC2 = fs2; s4g.
Let us assume that in the next iteration patterns4 is selected giving
T 3 = fs3; s1; s4g andC3 = fs2g. Finally, in the next iteration the
last remaining pattern inC is added givingT 4 = fs3; s1; s4; s2g and
C4 = ;. Hence, we get four different configurationsT 1 = fs3g,
T 2 = fs3; s1g, T 3 = fs3; s1; s4g andT 4 = fs3; s1; s4; s2g. Then,
the set with a minimum area is returned as the final result. Note that
the final result is not necessarilyT 1. For example, adding a pattern
to T 1 may decreasethe complexity of the encoder/decoder part due
to the fact that among the decoded/encoded value the selection signal
SEL must be also generated by the encoder.

C. Complexity Analysis

The first phase of the ENPCO algorithm starts with a sort operation,
which requiresO(q log q) if an efficient sorting algorithm is applied
(see Fig. 5). Then, the following while loop is executedq times. This
gives an overall complexity ofO(q log q) for the first phase.

Applying the encoding algorithm from [19] during phase 2 requires
O(jCj3) steps, wherejCj is the size of the candidate set. Further, the
encoding algorithm is executedO(jCj2) times as the while loop from
procedure FindLowPowerSet (see Fig. 6) iteratesjCj times andO(jCj)
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configurations are tested in each iteration. Hence, the overall com-
plexity of phase 2 isO(jCj5).

V. SIMULATION ENVIRONMENT AND RESULTS

A. Simulation Environment

The ENPCO algorithm has been implemented in C++ on a SUN
Sparc station and several MCNC benchmark circuits were used to
test it. The rugged script of SIS [20] was used to synthesizeEncoder,
Decoder, andGroup2. Power dissipation estimation was done by
EPIC PowerMill. We used 5 v supply voltage, and a clock frequency
of 20 MHz.

In our experiments, we selected the primitive standard cells which
were provided by CCL2 in 0.8�m technology. From the data book of
CCL 0.8�m standard cell library, we extracted the propagation delays
and driving capabilities of every standard cell. These numbers were
used to construct a technology file in genlib format to be used by SIS.
Further, the standard cells in SPICE subcircuit format were converted
into the EPIC format using EPIC utilitygentech. So, as the final syn-
thesized results are in EPIC format, EPIC PowerMill could be used to
estimate power consumption of the pipelined circuits. The overall flow
is shown in Fig. 7.

The MCNC benchmarks that are given in two-level PLAs are bipar-
titioned and encoded into three PLAs:Encoder, Decoder, andGroup2.
A synthesis script,script.ruggedof SIS was used to optimize each PLA.
Then the library binding programmap of SIS was used to generate
a corresponding gate-level file in BLIF format (Berkeley Logic Inter-
change Format). A BLIF to SPICE format converter was used to convert
the BLIF gate-level description to SPICE transistor-level according to
a layout-extracted netlist file. Finally, the utilityspice2eof EPIC con-
verted the pipeline circuits from SPICE format to EPIC format.

B. Experimental Results

We assumed uniform probability distribution for the primary inputs
of the pipelined circuit, but this assumption is not restrictive. For ex-
ample, in a pipelined circuit the input probability distribution can be
computed from the output probability of the previous stage. The regis-
ters of the output part are unchanged in our architectures. Hence, we do
not consider the effect of these registers on area and power dissipation.
The area unit and power unit are 128�m2 and�W in our experiments.

The area and power dissipation of the original, single-phase
and ENPCO algorithms are tabulated in Table I. The “Orig-
inal” column shows the number of inputs (#I), outputs (#O),
area Area and power dissipationPower of each circuit. The
“single-phase algorithm” and “ENPCO algorithm” columns show
Area, Power, percentage of area increaseAI% computed as
100(Areabipartition � Areaoriginal)=Areaoriginal, and power reduc-
tion PR% computed as

100(Poweroriginal � Power[single�phasejENPCO])

Poweroriginal
:

The columnDN shows the number of output vectors that were assigned
to the codec structure.

The ENPCO algorithm is capable of reducing the area of combi-
national parts (i.e.,Encoder, Decoder, andGroup2). However, area
overhead (i.e., two latches, two AND gates and multiplexers as well as
the additional registers) may become significant if the original circuit
is small. Further, these additional components also consume power. As

2CCL stands for Computer and Communication Research Labs and is one of
the members of Industrial Technology Research Institute in Taiwan.

Fig. 7. Simulation flow.

a result, for small circuits, the area overhead introduced by our archi-
tecture may become significant while saving only little or no power.

In Figs. 8 and 9, we show the comparison of power reduction and
area increase. In Fig. 8, the curve labeledPower increaseis obtained by
subtracting ENPCO algorithm’s PR% from single-phase algorithm’s
PR%. Similar,Area reductionof the Fig. 9 is obtained by subtracting
ENPCO algorithm’s AR% from single-phase algorithm’s AR%. As
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TABLE I
SIMULATION RESULTS OFORIGINAL CIRCUIT AND BIPARTITION ARCHITECTURES

Fig. 8. Power reduction rate (%) for single-phase and ENPCO algorithms
applied to MCNC benchmarks.

shown in Figs. 8 and 9, ENPCO algorithm has almost the same power
saving results compared to the single-phase algorithm but requires less
area overhead. Fig. 10 shows the AI% and PR% values obtained by
ENPCO algorithm for comparison.

Table II compares the average area and power reduction of previous
schemes with our proposed algorithm. Theprecomputationcolumn
represents the circuits implemented by precomputation-based method
[6]. The Choi’s algorithm and Choi’s area constraintcolumns
represent the circuits implemented by Choi’s algorithm and Choi’s
algorithm with area constraint, respectively [8]. The data shown in
these three columns are cited from [17]. TheSingle-phasecolumn
represents the circuits implemented by a single-phase algorithm in-
troduced in [1]. Our proposed algorithm is shown in columnENPCO.
Obviously, ENPCO algorithm obtained more power reduction and less
area overhead than Choi’s algorithm with area constraint. Moreover,
ENPCO algorithm achieves almost the same power saving as the
single-phase algorithm, however, it adds significant less area over-
head. Although precomputation and Choi’s area constraint algorithms
can achieve power reduction and reduce the area marginally, their
power reductions are limited. In summary, our proposed architecture
obtained significant power saving with less area overhead compared
to previously published techniques.

Our approach reduces power consumption from the circuits with few
high-probability output vectors. We prove the bipartition-codec circuit
consumes less power than the original one. The power dissipation of

Fig. 9. Area increased rate (%) for single-phase and ENPCO algorithms
applied to MCNC benchmarks.

Fig. 10. Area increase (AI%) and power decrease (PR%) comparison for
ENPCO algorithms applied to MCNC benchmarks.

the input registers is also reduced for the sake of less switching of input
variables. Further, the codec architecture not only reduces the switching
activity of the input registers but also the internal switching activity of
Decoder.

However, there are circuits that are not suitable for bipartition-codec
methodology. Consider the benchmark circuits in Table I. We observed
that for some circuits such assao2 misex1andcmb, the ENPCO algo-
rithm reduces power up to 75.2%. However, for other circuits such as
rd73, it provides only limited power reduction. Moreover, the area over-
head introduced by the architecture is significant. It seems that these
circuits are not suitable for this approach.
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TABLE II
AVERAGE AREA AND POWER COMPARISONAMONG DIFFERENTMETHODOLOGIES

TABLE III
OUTPUT PATTERNS LIST AND ITS CORRESPONDINGOCCURRENCES ONSOME BENCHMARK CIRCUITS

Hence, if we find a method to detect these kind of circuits in ad-
vance we could avoid applying our technique on these cases saving
synthesis runtime. Table III displays the output patterns for a subset of
the benchmark circuits. While for modelssao2andcmbfew output pat-
terns are activated by many different input patterns, modelrd73shows
a more balanced output pattern probability. Hence, for modelssao2
and cmb good power reduction results could be achieved while our
approach fails forrd73. For example, our approach is promising for
models where most input patterns are mapped to a small set of output
patterns. For other circuits the power reduction that can be achieved is
often small while the area overhead is significant. Hence, for these kind
of circuits it is better to avoid applying our algorithm.

In order to detect these circuits, we introduce an extra check
in the proposed algorithm. Consider a set ofq output pattern
W = fs1; s2; . . . ; sqg where each of these pattern appear at least
once on the output. Then,Y = fy1; y2; . . . ; yqg is the frequency
vector ofW , whereyi is the number of appearences of patternsi at
the output.Y meets the following two conditions (n is the number of
input pins):

yi 2 f1; 2; . . . ; (2n � q + 1)g (7)

and

yi = 2n: (8)

Hence, the mean value ofY is Y = 2n=q. In order to rate a circuit we
calculated the normalized deviation (C:V:)

C:V: =

1

q

q

i=1

(yi �
2

q
)2

Smax
(9)

where the numerator is the standard deviation ofY andSmax is the
maximum standard deviation value among all possible setsY that meet

(7) and (8). Hence,C:V: holds0 � C:V: � 1. The deviation ofY
is maximal if all except oneyi are set to 1. E.g.,y1 may be set to
y1 = 2n � q + 1 and all remainingyi are set toyi = 1. As a result,
Smax is

Smax =
q � 1

q
1�

2n

q

2

+
1

q
2n � q + 1�

2n

q

2

: (10)

In the following, we prove that (10) is actually the maximum value.
Proof: For the proof it is sufficient to show thatS0(Y 0) =

q

i=1
(yi � 2n=q)2 is maximum forY 0 = (ŷ; 1; 1; . . . ; 1), where

ŷ = 2n � q + 1. Subtracting a value� with 0 < � � ŷ � 1 from y1
and adding it toy2 creates a new vectorY 00:

Y 00 = (ŷ � �; 1 + �; 1; . . . ; 1):

Note that� must not be greater than̂y � 1 to ensure that all elements
of Y 00 are greater or equal to 1. Calculating the differenceS0(Y 0) �
S0(Y 00) gives

S0(Y 0)� S0(Y 00) = 2�(ŷ � 1� �) � 0: (11)

Hence,S0(Y 0) is greater or equal toS0(Y 00). For example, decreasing
y1 and increasingy2 by the same value does not increaseS0. Based
on the previous analysis we also conclude that decreasingy2 and in-
creasingy3 of Y 00 by �0 (0 < �0 � �) also doesnot increaseS0.
Consequently,S0(Y 000) � S0(Y 0) is valid for each vector

Y 000 = (ŷ � �1; 1 + �1 � �2; 1 + �2 � �3; . . . ; 1 + �q�1);

with ŷ � 1 � �1 � �2 � � � � � �q�1 � 0. As for each validY an
appropriate�i-set can be determined such thatY = Y 000, S0 as well as
the standard deviation are maximal forY = Y 0.

In order to characterize a circuit we evaluate (9). IfC:V: is large
(suppose> 0.8), it implies most of the inputs are mapped to some
few outputs. Hence the bipartition-codec methodology is capable of re-
ducing power consumption significantly. IfC:V: is small (say� 0.8),
the occurrence of each output pattern is uniformly distributed. This
implies that our bipartition-codec methodology will probably achieve
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only little power saving but will introduce a significant area overhead.
The threshold value (here: 0.8) can be changed to match different needs
and applications. For example, if low power is the dominant considera-
tion disregarding area overhead, we can use a smaller threshold value.
If area and power reduction are both our optimization targets, we can
use a larger threshold value to filter out the unsuitable circuits.

Scaling Problem: In [2], the authors indicate that according to the
simulation results, the total power consumption of a design is similar
among different technologies. From a theoretical viewpoint, a scaling
factorSC defines the technology change in a certain physical param-
eter (e.g., gate oxide thickness) from one technology generation to an-
other [21]. For instance, changing the channel length from 0.35 to 0.25
�m givesSC the value 0.71.

The ideal scaling for deep-submicrometer of power dissipation and
area isSC2. For the computation of AI% and PR% in our experiments,
they are the same in different technologies. Therefore, the results we
obtained and the conclusion we draw in this paper apply to other tech-
nology levels as well.

VI. CONCLUSION AND DISCUSSION

In this paper, we have proposed an effective ENPCO algorithm to
minimize power dissipation and area overhead for pipelined circuits.
We bipartition the circuits into two groups: one group contains pat-
terns that occur often at the outputs which implies higher activity, the
other group contains the remaining output patterns. We apply a codec
structure to the highly active group for power saving. Then we estimate
the area of combinational blocks (Encoder, Decoder andGroup2) by
using an entropy based approach. Finally we choose the configuration
with minimal estimated area overhead as our final synthesized result.
We compared the single-phase and ENPCO algorithms by power and
area. The experiments show that the ENPCO algorithm achieves a good
trade-off between area overhead and power dissipation. The power dis-
sipation benefit of the bipartition-codec architecture synthesized by our
ENPCO algorithm comes from the following three reasons:

2) the lengths of the registers, which are used to store the output of
each stage, are reduced after encoding;

3) the Hamming distance of the register values is smaller than be-
fore;

4) the circuit switching activity of the combinational block is re-
duced.

The circuit will benefit from our architecture if a small number of
output vectors dominate most of the circuit behavior (e.g., see models
sao2andcmbin Table III). Nevertheless, circuits that are characterized
by a uniform output vector probability distribution are not suited to
our architecture. For example, the output pattern distribution ofrd73
is more uniform than those of the others models (see Table III). As a
result, power reduction is less significant than that ofsao2andcmb.

Compared to precomputation architecture, precomputation only dis-
ables the partial input pins for reducing the switching activity of com-
binational logic. Hence, the remainder input signals may also incur re-
dundant switching activity in the entire combinational logic. Further-
more, precomputation does not account for the power dissipation of
pipeline registers. Conversely, bipartition-codec architecture not only

separates the combinational logic to ensure that they will not influence
each other but also reduces power dissipation of the pipeline registers
by applying a codec structure.
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