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Abstract 

A performance model for the fast token ring connected to an output link via a switching node is considered. For each station, traffic streams 
of two priority classes are supported. Poisson packet arrival process, Erlang-Kpacket length distribution and zero walk time are assumed. The 
output process of one fast token ring with a switching node is characterized by using a 3-phase Markov Modulated Erlang Process (MMEP). 
The numerical results indicate that the required output link capacity predicted by this approximated process can be much less than the 
estimation based on the Poisson Process assumption, provided that the congestion at the switching node is kept at the same level. 0 1997 
Elsevier Science B.V. 
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1. Introduction 

In order to increase the number of stations and to extend 
the covered area, local area networks closely located are 
often interconnected by gateways or switching nodes. 
Since internetwork messages for a token-ring or token- 
passing LAN [l-3] need to pass through the bridge/ 
switching node, the latter can easily become the network 
bottleneck. Early studies on interconnected token ring net- 
works and their congestion behavior are available in 
Refs. [4,5]. One of the most basic problems in analyzing 
such interconnected systems is the characterization of the 
output process of a local area network. Such issues have 
been treated in Refs. 16-91. Takine et al. [6] considered 
the polling system with a single buffer at each station. 
They obtained the output process at each station. This result 
was then applied to the throughput and mean waiting time 
snalyses of an interconnected polling system which consists 
of several homogeneous stations with single buffers and a 
depot station (switch) with infinite buffer. In Ref. [7], 
Bernoulli and first-order Markov processes were used to 
approximate the output process of a class of slotted multi- 
user random access communication networks. In Ref. [8], 
the idea of approximating the output process of slotted mul- 
tiuser random access communication networks by a 2nd- 
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order Markov process was introduced. In Ref. [9], the 
Markov packet train traffic characterization was used to 
represent the output traffic from a token-ring network 
when modeling network interconnection. Although all 
these research results in Refs. [4-81 are of interest in study- 
ing LAN interconnection, none of them have considered the 
priority access operations. It is clear that performance issues 
of interconnected LANs which involve priority traffic have 
so far attracted little attention. For examp!e, in the perfor- 
mance analysis of token ring network, significant efforts 
have been dedicated to the message delay analysis of the 
single class traffic environment [lO,ll]. Only a limited 
number of studies are related to priority access schemes 
[ 12- 151. Facing the emerging demand of multi-media com- 
munications in the local environment, we believe this is an 
area requiring further studies. 

In this paper, we consider a system where a fast token ring 
network operating at 100 Mbps with only two priority 
classes is connected to one full-duplex link by a switching 
node (or gateway). The switch provides two separate buffers 
for each transmission direction. To achieve high throughput, 
the switch performs only simple routing and store-and- 
forward functions, but not involved in error or flow control. 
As in most switches, the filtering and forwarding rates are 
sufficiently high, while the full-duplex link operates at a 
lower speed. Therefore, comparing the switch processing 
time with the link transmission time for the packet, we 
find that the network bottleneck should be at the switch 
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output link, such that the performance of the switching node 
is essential to the proper operation of the interconnected 
network. By assuming Erlang-K packet length distribution, 
Poisson packet arrivals for both classes, and negligible ring 
latency time, we use a 3-phase Markov Modulated Erlang 
Process (MMEP) to approximate the output process of one 
fast token ring. Since in this 3-phase MMEP, traffic streams 
of both priority classes are characterized, we are able to 
employ the 3-phase MMEP as the arrival process of the 
switching node for a more precise performance analysis. 

The organization of the paper is as follows. In Section 2 
we describe the assumptions of our model and the justifica- 
tions for these assumptions. In Section 3 we present an 
MMEP model for the output process of a fast token ring 
network and analyze the busy periods on the ring. In Section 
4 we analyze the switch performance. In Section 5 we pro- 
vide several numerical examples. Finally in Section 6 we 
present our conclusions. 

2. Model description 

The fast token ring considered here is assumed to contain 
g infinite buffer stations and one finite buffer switching node 
with buffer size N. Note that in such a network, the traffic 
load at each station is usually relatively small as compared 
with the traffic load at the switching node and hence packet 
arrivals are rarely lost at a station. So we make the infinite 
buffer assumption for each station. Next, we assume the 
packet arrival processes at the ith station (1 5 i 5 g) to 
follow the Poisson processes with arrival rates XIH and hiL 
for high and low priority packets, respectively. The packet 
arrival processes from other LANs to the switching node via 
the transmission link are also assumed to be Poisson pro- 
cesses with rates XOH and bar. for high and low priority 
packets, respectively. The packet service time distributions 
for both priority classes at each station are assumed to be 
identical and independent Erlang-K distributions with 
mean b. Throughout this paper, we assume that the total 
traffic load p =(X, +XL)b < 1, where XH = FOhiH and 
hL = EXIL in order to ensure that the system is stable. 
Usually, the walk time can be assumed to be negligible 
when local area networks are considered. Therefore, we 
make a zero-walk time assumption. On the output link, 
the packet service times are also assumed to be identical 
and independent Erlang-K random variables with mean K/p 

for both priority packets. At last, we let 7H and yL be the 
probabilites of high and low priority packets in each station 
being routed to the switching node (i.e. inter-traffic). Under 
the above assumptions, one can model the switching node 
on a fast token ring as a single server queue with non- 
preemptive priority service discipline. For multi-priority 
traffic, the arrivals from the ring to the switching node 
will be a superposition of several packet streams with gen- 
eral interarrival time distributions and the output link can be 
modeled as the switch server. So the general queueing 

model at the switching node is a CiGJEKIlIN non- 
preemptive priority queue. 

As to the medium access protocol, we employ a proce- 
dure almost identical to IEEE 802.5 [2], except that only 
two priority classes are supported. According to the stan- 
dard, when a token arrives at one station, the station will 
capture the token and transmit its packets if the priority 
levels of those packets are not lower than that of the 
token. Otherwise, the station only makes reservation on 
the token if it has packets to be transmitted, or just passes 
the token to the next station. When certain station captures 
the token and begins transmitting packets, high priority 
packets may arrive at other stations. Then reservations can 
be made for these new arrivals on the transmission packet 
header in order to determine the priority level of the next 
issued token. In IEEE 802.5, the reservation field resides in 
the transmission packet header. If we neglect the propaga- 
tion delay and the bit latency at each station, we have a 
system in which the stations with packets at the beginning 
of the current packet transmission could instantly reserve 
their transmission rights on the reservation field. In addition, 
the station which raises the token priority should downgrade 
the priority of the token at the appropriate time so that low 
priority packets can be transmitted. In summary, the only 
difference from IEEE 802.5 is that in this paper we allow the 
priority and the reservation of a new token to be determined 
at the beginning of a packet transmission, regardless of any 
high priority arrival at the current station during the packet 
transmission. 

By setting the token holding time differently, various 
dwell-time service disciplines can be employed on a token 
ring. In our model, the service discipline at all stations are 
set to be limited- 1, assuming that the token holding time has 
been set to the minimal for supporting delay sensitive multi- 
media communications. 

3. Process characterization 

In this section, we present the characterization procedure 
for the departure process of a fast token ring network, which 
is just the arrival process at the switching node. In the first 
subsection, we approximate the departure process as a 3-phase 
MMEP. Then we deduce the transition rates of the MMEP 
model in terms of key system parameters. In the second 
subsection, we use the busy period analysis to obtain all 
the transition rates required in the process characterization. 

3. I. The 3-phase MMEP 

The queueing model of an output link at the switching 
node is a generic CjG/EKIIIN queue, where the interarrival 
time of the ith traffic class is of a general distribution. How- 
ever, several assumptions and approximations are required 
to make the analysis of such queueing model more 
mathematically tractable. Therefore, an MMEP/E,Jl/N 
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Fig. 1. The MMEP transition diagram. 

model is used in this paper. That is, the superposition of G; 
streams is approximated by the MMEP. For the fast token 
ring network with only two priority traffic classes, one 3-phase 
MMEP model can be defined using the phase set { H,L,Z}, 
where the phase H indicates the ring to be in the busy period 
with high priority token, L represents the ring in the busy 
period with low priority token, and I denotes the idle state at 
the token ring network. Indeed, according to the IEEE 
802.5, in phase I the token priority is low. Since the service 
time distribution is Erlang-K type, we use K subphases, 
indexed from 1 to K, to model the service stages in phases 
H and L. 

We now employ the 3-phase MMEP model as an approx- 
imation of the packet arrival process at the switching node. 
Fig. 1 shows the MMEP transition diagram. In the Kth sub- 
phase of phase H, high priority packets arrive with a rate 
equal to CY~, following a Poisson process, but low priority 
packet arrivals do not occur. In the Kth subphase of phase L, 
both high and low priority packets arrive according to 
Poisson processes with rates equal to (YLH and o1~ respec- 
tively. In phase Z, since the ring is idle, neither high nor low 
priority packets will arrive. Note that when the ring is idle, 
the first arrived packet which changes the ring state from 
idle to busy should capture the low priority token and begin 
its transmission, independent of its priority class. Therefore, 
there is no transition probability from phase Z into phase H. 
Furthermore, since we assume high and low priority packets 
to arrive at a token ring according to the Poisson processes 
with total rates XH, XL respectively, the idle period duration 
of the ring is an exponential random variable with mean (AH 
+ XL))‘. As a result, the transition rate from phase Z into 
phase L is equal to X = Xw + XL. Based on these facts, the 
generator matrix for denoting the transition rates among 
phases {H,L,Z) is given by 

-vh+h2) h, h2 

T= 11 - (11 + l2) l2 
1 

h -4 

In the following, we derive the parameters which are needed 
for our MMEP arrival process model. Once they are 
obtained, we can then proceed to the performance analysis 
of the switching node. From Fig. I, one can show that the 
probabilities of all subphases in phase H(L) are the same by 
the global balance equations. Thus, one can readily obtain 

(h, +h,)+,g 

(I, +12)g=h, g+xp, 
(1) 

where P”, PL, and P, are, respectively, the probabilities that 
the system lies in phases H, L, and Z in steady state. 
Obviously, PH + PL + PI is equal to 1 and PI = 1 - p. 

In addition, one can easily derive the mean sojourn times of 

the phases H, L, and Z to be given by: 

K 
B=- 

hl +hz 
(3) 

K 
i=- 

11 4-12 
(4) 

ix: 
where H is the random variable representing the length of 
the busy period with high priority token; L is the random 
variable indicating the length of the busy period with low 
priority token; and I is the random variable denoting the 
length of the idle period. 

Solving Eqs. (l)-(4), we have 

KP,X 
h,=~-~ 

H PH 

KPJ h2+g+- 
H PH 

(6) 

(9) 

On the contrary, we also observe from the detailed balance 
equation for the state of the Kth subphase in phase L or H 
and conclude that the following equations hold. 

hl +hz+h3= ;, 

1, + 12 + 13 = 5 

Hence, by Eqs. (3) and (4), we can derive 

hi=;-;, (10) 

(11) 
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Next, since the mean service times of high and low priority 
packets are both equal to b, and by the flow conservation law 
during phases H and L, the parameters czH, (Ye, and aLH must 

satisfy the following equations: 

K QH xH -_= 
b -( 

YH E= 1 hiHI’ 

%HPL A,=(- XH 
THK 

aHPH)( 
’ ‘HK ~= lh,H)~ 

(12) 

(13) 

(14) 

Consequently, the expressions for QH, ffL and aLH are given 

by 

aLH=(~=,X,)K(X,b-P~)~~ 

AH bPL ’ 

(lIL=( 2 Ai,T)2 
i=l 

(15) 

(16) 

(17) 

-- 
Once the values of H, L, PH, PL, and PI are determined, one 
can calculate all the parameters for the MMEP model by 
Eqs. (6)-(11) and Eqs. (15)-(17). We now proceed to 
derive approximation formulas for these parameters using 
busy period analysis. 

3.2. Busy period analysis 

In the following analysis, we found that it is easier to 
derive ?? by first modifying the service discipline used in 
phase L. Since the order of packet transmission within phase 
L does not affect the sojourn time at phase H, the derived 
result for H should hold under the original scheme. The 
detailed analysis of H busy period is left to Appendix A. 

Next, we will derive a formula for the mean value of the 
period L. The system time can be a combined sequence of H, 
L, and I periods as shown in Fig. 2, where it shows the only 
two possible cases between two subsequent high priority 
token periods H. When the system is in steady state, P,, 
the probability of the token ring being idle, is equal to 
(1 - p). For ergodic processes, one can look at the probabil- 
ity Ps as the percentage of time in the steady state that the 
system is in phase S, where S = H, L, I. Thus, one can show 
that 

PH’& 
L 

(18) 

PI= & 
L 

(19) 

t TL -I 

..-HiII L III.. -1 I 1 L + H... 
Dt 

l- TL 4 
-..HiL 1 I IL] . . .I I 1 L 4 I-I... 

-t 

(b) 

Fig. 2. Two possible sequences of I-L periods between two subsequent 

periods H. 

where TL is the length of the period between two subsequent 
high priority token periods H, and N, is the number of idle 
periods in a period corresponding to TL. In deriving Eq. (19), 
we have used the Wald’s equation to obtain the average 
length of total idle periods between two subsequent high 
priority token periods. For the phase sequences shown in 
Fig. 2, we let the probabilities that the period H followed by 
I and L be denoted as P, and Pb, respectively. Obviously, 
P, + Pb must be equal to 1. Since pd0) (see Appendix A), 
the probability that there is no high priority packet at the end 
of phase H, is close to 1 for most traffic conditions and P, is 
equal to the probability that the system is idle at the packet 
departure instant in phase H, one can approximate P, as the 
probability that the system is idle at the packet departure 
instant given that there are no high priority packets in the 
system. Thus, we can use the approximation 

1-P P,= ~ 
1 -PH' 

C-9) 

PbZPL 

l-p,' 
(21) 

where pL is the utilization of the token for low priority 
packets and is equal to XLb. Moreover, the probabilities 
that the system will change to phase I and phase H at the 
packet departure instant, given the system in phase L, are 
approximated by (1 - p) and P,,, respectively, where Ph (see 
Appendix A) is equal to the probability that an arbitrary 
packet transmission in phase L leads to a phase transition 
to phase H. The transition probability from phase L into 
phase H is thus equal to 

PLH= 
Ph 

ph+(l --PI 

Now, N, can be calculated from the following equation: 

Using Eq. (19), we can obtain TL as follows: 

T_= Nll p 
L 

1-P 
(22) 
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One can also observe from Fig. 2 and apply Wald’s equation 
to obtain 

F=((N,+P,)z+N, I 

Hence, we have the following formula: 
-- 

T--N,I z= 4 
NI +Pb 

(23) 

(24) 

All the parameters that will be employed for the analysis of 
an MMEPIEK/lIN model are now available. During the 
above derivation, we find that packet length distributions 
other than Erlang-K can also be employed, and thus this 
approximation procedure is not constrained by the Erlang- 
K packet length assumption. 

4. Performance analysis of the switching node 

We are now ready to analyze the performance of the 
switching node, which is equivalent to solve the stationary 
state probabilities for an MMEP/EK/l/N non-preemptive 
priority queue. In order to solve the problem, we define 
((n(t),i(t),j(r),k(t),s(t),u(t)), t 2 0) as the system state pro- 
cess and P(n,i,j,k,s,u) as the stationary state probability, 
where the state (n,i,j,k,s,u) is defined as follows. 

n: total number of packets in the queue 0 5 n 5 N, 
i: the phase in which the state lies, and we let i be equal to 

0,l and 2 for phases H, L and I, respectively, 
j: the number of low priority packets waiting in the buf- 

fer,Osj(n- l,andj=Oifn=O 
k: the service class, if y1= 0 then k = 0, otherwise k is set 

to be 1 and 2 for high and low priority packets in 
service, respectively, 

s: the service stage, s = 1,2,. . .,K for y1 > 0 and s = 0 for 
n = 0, 

u: the subphase index in phase H or L, u = 1,2 ,..., K for 
i=O,l and u = 0 for i = 2. 

From the above definitions, it can be shown that (n(t), i(t), 
j(t), k(t), s(t), u(t)) is a Markov process. Besides, it can be 
easily derived that the total number of states is d(N, K) = 
(2K + l)[KN(N + 1) + 11. Thus, we introduce the vector 

l-I= [7r,, a29 . ..> ?i(N,K)l 

in which xZ = P(n,i,j,k,s,u), where 

’ iK+u if n = 0, i = 0, 1 

2K+l ifn=O, i=2 

z= ( 
d(n- l,K)+(2ni+2j+k- 1)K2+(s- l)K+u 

if n > 0, i = 0,l 

d(n- 1,K)+4nK2+(2j+k- l)K+s 

\ ifn>O, i=2 

According to the above specification, the generator matrix 
for the system state process, denoting as Q can be obtained. 

It is a block tridiagonal matrix and satisfies the following 
equations 

QI=O, IIQ=O, IIl= 1 (25) 

where 1 represents the vector [ l,l,. . .,l]’ with dimension 

dfN, 0 
Unfortunately, the matrix-geometric approach used in 

Refs. [ 161 and [ 171 for solving regular MMPP /G/l/N 
queue cannot be directly applied here since the blocks of 
submatrices in Q are not of the same size, due to the priority 
service discipline. However, such a set of linear equations 
can still be solved efficiently using the Crout Factorization 
(see Ref. [ 181) for a block tridiagonal matrix, even when the 
total number of states is large. 

Once P(n, i, j, k,s, u) is obtained by Eq. (25) and a corre- 
sponding Q matrix, various performance measures can be 
calculated. For example, the mean queue length, mean 
queueing delay, throughput, and packet loss probabilities 
can be derived as follows. 

Let the mth moment of the queue length for high and low 
priority packets be denoted as Q”(h) and em(l), respec- 
tively. They can be shown to be given by 

N n-l 

Qcm’(h)= x x 1 (n- 1 -j)“P(n,i,j,k,,,u), (26) 
n= Ij=Oi,k,s,u 

N n-l 

Q'm'(l)= x x x jmP(n,4_Lks,u) (27) 
n=lj=Oi,k,s,u 

A similar approach can be applied to the packet loss prob- 
abilities for high and low priority packets, which are repre- 
sented as P,(h) and P,(I), respectively. The loss probability 
is equal to the total packet losses divided by the total packet 
arrivals. Since high priority packet arrivals occur in both 
phases H and L, the total loss of high priority packets is 
equal to the sum of losses in phases H and L. Similarly, 
the total arrivals include the arrivals in phase H and the 
arrivals in phase L. Thus, P,(h) can be represented as 

follows. 

Pi(h) = 

Since the arrivals for low priority packets only occur in 
phase L, one can express P(1) as 

(29) 

The link throughput for high and low priority traffic, S(h) 
and S(l), can be derived as follows. 
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Fig. 3. The interconnected token ring network model. 

N-ln-I 

n=O j=O k,s 

+ wd’h 1 ,_A k s, K) 1 (30) 

N-In-1 

S(1) = .‘I. ‘.F.. y3 q,P(n, 1, j, k, s, K) 
n=O j=O k,s 

(31) 

By applying Little’s Formula, the mean queueing delay for 
high and low priority packets, D(h) and D(l), can be easily 
obtained as follows. 

D(h)= @$ 

n(‘)cn 
D(I) = - 

S(1) 

(32) 

(33) 

5. Numerical results 

In this section, we consider the network environment that 
two symmetrical fast token rings are interconnected by two 

switches (or gateways) and one full-duplex link, as shown in 
Fig. 3. We use the analytical results presented in previous 
sections to evaluate the performance of the switching nodes 
in such a network environment. Meanwhile, simulation 
results are also depicted to demonstrate our analytical 
results. During simulation, the external Poisson packet 
traffic streams are set according to the analytical model. 
Meanwhile, the output process of a remote switch is 
employed as the arrival process from the remote ring to 
the local ring. A constant non-zero walk time is also chosen. 
The parameters used in the simulation are specified as fol- 
lows. The transmission rate is 100 Mbps for the two fast 

token rings. The mean packet length is 4.5 Kbytes for 
both priority classes. The walk time is constant and is set 
equal to 1 p.s. 

In the first example, on each ring we assume 10 stations, 
each with Xi = 0.2 packets per ms, while -yH and yL are set 
to be identical and range from 0.035 to 0.14. Packet service 
times Erlang-2 distributed. The switching node buffer size is 
set to be 10 and the transmission link is of the speed 
8.448 Mbps (E2). In Fig. 4, the mean queue length at the 
switching node versus the total link traffic load is shown. 
And the mean queueing delay is plotted in Fig. 5. We 
observe that our analytical results coincide with the simula- 
tion statistics. In Fig. 5, it indicates that the mean queueing 
delay of high priority packets at the switching node is much 
smaller than 10 miniseconds as long as the traffic is not 
overloaded. We thus believe that the fast token ring is cap- 
able of carrying real time multimedia traffic. Although the 
mean queue length and the mean queueing delay for the two 
priority classes are quite different, we found that the packet 
loss probabilities are almost the same for high and low 
priority packets, as shown in Fig. 6. This is due to the fact 
that we employed a shared buffer management policy at the 

7, I 
Erluig-2 mrvice time distribution 

Iinkbandwidth-8.448Mbp 

Brid8ebufforaize=lO 

a.d: Pu:P~=1:2 

b,c: Prr :PL=~: 1 

a,b:I&hprioritytr&ic 

c.d : Low priori@ traffic 

_:An@tiUllWllt# 

***: Simulation maultr 

d 

A 

C 

1 a// ;b :, 

_ . 

0 
0.4 05 0.6 0.7 0.8 0.9 1 1.1 1.2 

Totallinktmf&load 

Fig. 4. The mean of the queue length at the switching node (g = 10; h, = 0.2 packets per ms, i = 1- 10; yH = ye = 0.035-0.14. 
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a,d: PR:PL=~:O 
b.o: Pn:P~=2:1 
a,b:Iiighprioritytraffic 
o.d : Law prioritr tmffic 

_: Amlytiul lwultr 

***: Simulation multi 

0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 

TotallinkhtFicload 

Fig. 5. The mean queueing delay at the switching node (g = 10; Xi = 0.2 packets per ms, i = I- 10; 7~ = ye = 0.035-o. 14). 

switching node. Namely, if one wishes to have different load is heavy, the congestion will be serious at the switching 
packet loss probabilities for high and low priority traffic, node and packet losses occur frequently. The throughput 
different buffer allocation schemes must be considered. will eventually approach the link bandwidth and cannot 

For example, partial buffer sharing, pust-out scheme, etc., increase any more. All the above results indicate that our 
could be employed. Under different buffer sharing schemes, MMEP model can accurately characterize the output pro- 
we only need to change the generator matrix Q slightly and cess of a fast token ring. 

then follow the same analytical methods as described in In the following, we use two examples to compare the 
previous sections. The behavior of throughput versus total accuracy of our results with that of the regular Poisson 

link traffic load is plotted in Fig. 7. When the traffic load is assumption. Here, we allocate 10 stations on each ring, 

light, packet losses nearly occur and the throughput with Ai = 0.15 (i = l-10) packets per ms. In Fig. 8, the 

increases linearly with the traffic load. However, if the mean queue length at the switching node is shown. It 

10-l - 

IO-2 - 

LiIlkbUl&Vidih=8.448Mbp 

BridpbufhrGza= 10 

- Hyhprioritybrffic 
10-7 - - Lowpriaitytdfic 

*** Simuhtion maulti 
10s - 

10-9 
0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 

Totallinktmfiklomd 

1. 3 

Fig, 6. Packet loss probability at the switching node versus total link traffic load (g = 10; hi = 0.2 packets per ms, i = l-l%&%: PL = 1 : 2; YH = YL = 

0.035-0.14~. 
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10. 
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BIidgebllffexsize=10 
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***: simllktion reallh 

b 

0’ I 
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Fig. 7. Throughput at the switching node versus total link traffic load (g = IO; Ai = 0.2 packets per ms, i = I- 10; /I” : pL = 1 : 2; YH =yL =0.035-0.14). 

illustrates that the mean queue length can be overestimated 
by using the regular Poisson arrival process when the link 
speed is changed to 100 Mbps. While the analytical results 
of our MMEP model can accurately coincide with the 
simulation results. We thus conclude that our MMEP 
model is much better than the Poisson assumption in mod- 
eling the departure process of a token ring network. In order 
to further understand the causes of such differences, another 
example is considered. In Fig. 9, the mean queue length 

model as well as the Poisson model, are compared with 
the simulation results. When the link bandwidth varies, 
we keep the link traffic load at 0.25 by changing -yfl and 
yL. It is obvious that the accuracy of the Poisson assumption 
degrades rapidly as the link bandwidth increases. In turn, 
the MMEP model should have reflected more correlation 
among the interdeparture time than the simple Poisson 
model. Hence, the MMEP model can accurately character- 
ize the departure process under a wide range of link 
bandwidth.‘ _ under different link bandwidth, obtained from our MMEP 
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Fig. 8. The mean queue length at the switching node (g = Id; A; = 0.15 packets per ms, i = 110; oH : pL = 1 : 2; yH = yL = 0.4-0.8) 
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Fig. 9. The mean queue length at the switching node versus different link bandwidth (g= 10; Xi=O.15 packets per ms, i= I-10; pH : pL = 1 : 2; 
-yH = ,yr = 0.0926-0.741). 

6. Conclusions and future extensions 

Considering the behavior of a fast token ring network 
supporting two priorities, we have characterized its output 
process in an internetworking environment. We have then 
used this process, which is equivalent to the inflow process 
at the switching node, to analyze the switch performance. 
The numerical results presented in this paper suggest that 
the MMEP is ar, excellent approximation to the output pro- 
cess of a priority-based fast token ring network. Our results 
can be readily applied to the engineering of link capacities 
on the backbone of a corporate network, especially when 
multi-media traffic is introduced. With our approach, the 
predicted mean queue length at the switch output can be 
much less (and more accurate) than that obtained under 
Poisson assumption, as the speed of LAN interconnection 

R=Low 

link increases. Consequently, the engineering of output link 
capacity is strongly suggested to assume the 3-phase MMEP 
instead of Poisson process, either in the mathematical analy- 
sis or in a simulation procedure when high speed out-going 
ports are employed. One should note that the presented 
approach is not limited to the Erlang-K service time assump- 
tion since the MMEP model is just a special case. When the 
actual packet length is of other distribution, this model can 
still be applied by using a moment matching technique. 

Tt is also possible to extend this model to the performance 
studies of other high speed networking solutions. As long as 
the high-speed LAN involved similar transitions between 
high and low priority busy periods, this model can also be 
applied. For example, for a lOOVG- AnyLAN [191 network 
supporting multimedia traffic, one can match the busy 
periods of high and low priority packet transmissions with 

There are II high priority packets in the system 

Token_priority=L -P Token_priority=H 1 Token_priority=L* 
Fig. 10. The relationship of periods H, H,, and H, in the packet transmission sequence, where R = High/Low indicates the reservation priority. During the L* 
period, the service discipline is modified as described in Section 3.2. 
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Fig. 11. Illustrations for the conditions used to derive a, and p&t). (a) condition in which a low priority packet will be served next, while m high priority 

packets are present. (b) Condition in which the token priority is downgraded while n high priority packets are present. 

the phases H and L in the MMEP model and derive a similar 
3-phase MMEP model for its output process. The congested 
repeater in a lOOVG-AnyLAN can be modeled as the 
switching node. Only the transition parameters and the 
mean busy periods of H and L in the MMEP model should 
be re-calculated via analysis or moment matching. This 
would be the future work. 
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Appendix A: Busy period analysis of H 

Our approach assumes the service discipline to be as 
follows. During phase H, the service order of high priority 
packets and the reservation scheme are the same as the 
described in Section 2. When the system is in phase L, the 
service order of high and low priority packets is set the same 
as an FCFS non-preemptive 2-priority queue, regardless of 
the packet location. Therefore, we can express the random 
variable H as follows. 

H=Hh-He 

where Hb is the random variable indicating the busy period 
of high priority packet transmission starting from the begin- 
ning of phase H to the end of the transmission for all high 
priority packets on the ring, and H, is the random variable 

denoting the sub-busy period of high priority packet 
transmission resulting from the high priority arrivals 
during the last packet service time in phase H. One 
should note that the sub-busy period length H, can be 
of zero length when there is no high priority packet on 
the ring at the end of phase H. The relationship of H, Hb, 
and H, is depicted in Fig. 10. Now, we are ready to obtain 
K and K. 

For a regular M/G/I queueing system with packet 
arrival rate hH, it is well known that H,*(s), the Laplace- 
Stieltjes Transform (LST) of the busy period HI, is 
characterized by 

H;(s)=B*[s+&,( 1 -H;(s))], (34) 

where B*(s) is the LST of B(t) which is the CDF of the 
packet service time distribution. It is easy to show that 

H;(s) = [H;N”, (35) 

where H,* (s) is the LST of the random variable H, which 
denotes the length of the busy period starting with n(n L 1) 
packets. Therefore, the LST of the random variable Hb can 
be obtained from the following equation. 

H;(s) = $ p,H,(& (36) 
n=I 

where p,, is the probability that there are n high priority 
packets in the system at the beginning instant of phase H. 
Since the priority and the reservation of a newly issued 
token is determined at the beginning of a packet transmis- 
sion, the number of high priority arrivals during the previous 
two packet service time determinesp, (see Fig. 10). Thus, it 
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is given as below: Substituting Eqs. (37) and (38) into Eq. (36) we obtain 

+(I -a,+11 J m (AHV + l 
0 (m+ l)! e 

- AHQ&) 

3o 
X 

(bfrme - A”‘@@) 

0 (n-m)! 
(37) 

The first (second) term in the summation accounts for the 
condition that the packet served just before phase H is a low 
(high) priority packet. The parameter a,,, is the probability 
that the low priority packet will be served next, given that 
there are m high priority packet arrivals during the present 
service time in phase L (see Fig. 11(a)), and it follows the 
approximation: 

, 

(38) 

where [ 1 - I$::+ t(1 - &LCik)] is the probability that at 
least one low priority packet resides among stations (i + 1) 
to 0 - 1) for some i and j, and (( CiTj p)“- 

(l- Z=i+ I hH h)“)is the probability of m high p>ority 

packets present at stations with indices from j to i and at 
least one high priority packet residing at stationj. The indices 
i, j are the relative location on the ring and rhCj = 
ci=j + c;=a if i < j. Cik is the conditional mean cycle 
time in phase L, given that there is a packet served at station i 

and no packets served between stations (i + 1) to (k - 1). 
Under stable network condition, Cik can be approximated as 

Cik = b + x b{tl -B*(~jj~)lfB*(XjH)Xj~Cik), 
j+i;..,k-I 

(39) 

where [I - B*(XjH)] is the probability of at least one high 
priority packet arrival at station j during one packet service 
time, and B*(XiH)XiLCik is the probability of no high priority 
packet arrival at stationj during one packet service time and 
at least one low priority packet arrival at stationj during Cik . 
Subsequently, ?ik can be expressed as 

c, = b+b~j+;;~~,k-~tl -B*(hjH)] 

lk 

1 - xj+i;..,k- IB*o\jH)PjL ’ 

(40) 

where PjL = XjLb. The normalization factor Ph in Eq. (37) is 
equal to the probability that an arbitrary packet transmission 
in phase L leads to a phase transition to phase H, and is 
expressed as 

Ph= 1 -B*(hH)-(1 --at) oXHte-hH’dB(t) (41) 

B* k> J 
cc 

Hi(s) = ___ 
PkH; (s) 

B*(z)-$(s)(l -al) OhHte-hH’dB(t) 

-B*(AH)}+$$&]&;j.& 

, i-l \ 

“n (l-hk&,Cik) 
k=i+l 

&, - $ &H;(S) 
k=j 1 

AH- $ &H (42) 
k=i+l 

where z = AH - XHHy(s). 

Similarly, we can derive H,*(S), the LST of the random 
variable H,, from the equation 

H:(s) = 2 p&W,%,, (43) 
n=O 

where pd(n) is the probability that there are n high priority 
packets at the end of phase H (see Fig. 1 l(b)), and it is given 

by 

(44) 

Since the probability of upgrading the token priority at each 
station is nearly proportional to the number of packet trans- 
missions at this station, in Eq. (44) we have approximated 
the probability that the token priority is downgraded by 
station j with Xj IX. It can be readily shown that 

H,*(s)= i 2 ti $ %B*&, - 
Pdi=O ‘H j=O A 

2 AkHH;(s)] (45) 
k=j-t1 

where 

The above equations hold for any B*(s). For the special case 
that service time distribution is Erlang-K, B*(s) is of the 
form 

B*(s) = 
(Klb)K 

(s + KIb)K’ 

and one could derive the equality 

J 
22 

o hHte - ‘“‘u(t) = PH 

(1 +PHIK)~+’ 

where PH is the utilization of the token for high priority 
packets and is equal to hHb. After taking the derivatives 
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of Hi(s), H,*(s), and setting s to zero, we can easily obtain 
?& and z. Hence, the formula for approximating a is given 

by 

-(K+l) 

x (46) 

where ,,I& = &Hb and zr; = bl( 1 - ,oH). In the derivation Of 

Eq. (34) to Eq. (46), we found that our additional assump- 
tion for the service discipline in phase L does not affect the 
result for H but simplifies the analysis. 
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