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Timing is Everything: Power Delivery, Signal
Integrity, and Temperature (1/3)
Number: 92-2220-E-002-019-

Abstract— Due to coupling noises, process avariations, and
power delivery fluctuations, design uncertainties of on-chip global
interconnect systems rise sharply with deep-sub-micron (DSM)
technology. It is increasingly difficult to assume deterministic
and error-free signal transmission over global wires. Instead,
on-chip global interconnect wires must be analyzed as an error-
prone communication channel characterized by probability of
bit error, and statistical timing distributions. In this paper, a
novel statistical timing analysis approach is developed to analyze
the behavior of two practically important pipelined multiple
clock-cycle global interconnect architectures, namely, the flip-
flop inserted global wire and the latch inserted global wire. We
present analytical formula that are based on parameters obtained
using Monto Carlo simulation. These results enable a global
interconnect designer to explore design trade-offs between clock
frequency and probabilty of bit-error during data transmission,
and to evaluate cost-effectiveness of reliability enhancement
measures such as bus coding.

I. I NTRODUCTION

Continuing shrinkage of feature size and ever-increasing
SoC design complexity present great challenges to design
high-reliability, high throughput on-chip interconnection cir-
cuitry. Design uncertainties rise sharply due to process vari-
ations, thermal noises, supply voltage fluctuation, cross cou-
pling and non-controllable clock jitters. For the current gener-
ation VLSI, significant guard-banding has become a common
practice to ensure signal integrity and avoid communication
failures. Resource-hungry stopgap measures, such as shielding,
buffer insertion, sizing, spacing, and extended timing margins
are also aggressively applied. These existing approaches focus
on the worst case scenario and choose design parameters
conservatively to ensure the circuit behavior so derived can be
predicted with certainty. For DSM design, such a conservative
design approach may become impractical as it may yield
no viable solution. Instead, statistical characterization of the
performance of global interconnect becomes necessary.

Along this direction, in this paper, we performed statistical
timing analysis on two types of pipelined, multiple clock-
cycle, global interconnect architectures: a flip-flop inserted
global interconnect wire [1]–[7], and a latch inserted global
interconnect wire. Our goal is to analyze the impacts of param-
eter variations and noise on the successful transmission of data
in such a circuit. Specifically, we assume that the statistical
variations of individual parameters, such as clock jitter, process
parameters, and noise statistics are known. Using these statis-
tics, we are able to derive analytical formula that characterize
the distribution of timing delay of these multiple clock-cycle

global interconnect wires. These distributions then allows one
to estimate the probability of erroneous transmission of a
single bit through the wire at a particular clock frequency. By
varying the operating clock frequency, a bit-error-rate versus
clock frequency plot can be drawn for each of these two
global interconnect architectures. Such a plot for both the flip-
flop inserted and the latch inserted global interconnect system
allows one to compare the different features of these two
architectures. Two preliminary findings are very interesting:
First, we observe that the latch-based architecture can operate
at a higher clock frequency than the flip-flop based architecture
with about the same bit error probability. Secondly, when the
clock frequency is too much lower than the desired operating
frequency, the latch based architecture may yield excessively
high bit error rate due to potential race of signal propagation
when the clock signal is held high.

We note that existing statistical timing analysis results [8]–
[14] focused on timing variations of combinational logics. The
nonlinear effect of sequential elements such as flip-flops or
latches are not taken into account. On the other hand, the
worst-case based deterministic timing analysis for flip flop
has been talked almost in every circuit textbook. This similar
timing analysis for latch is also given in [15], [16]. In this
paper, however, the close form of the probability distribution
function(PDF) for both the flip-flop based and the latch
based pipelined interconnect systems are successfully derived.
Numerical analysis are given base on example designs. These
statistical analysis is then used to evaluate the performance
and reliability of these two interconnect pipelining methods.

The rest of this paper is organized as following: Section
II and III derive the close form of the PDF functions for D-
type flip flop(DFF) and latch-based interconnect pipelining. In
section IV, the STA parameters are extracted from the Monte
Carlo simulation experiments of the example circuits. Section
V does the numerical analysis by using the derived PDF
equations and extracted STA parameters. With these results,
both interconnect pipelining schemes are evaluated in terms of
performance and reliability. Section VI briefly discusses the
STA methodology for general sequential circuits and section
Vi makes the conclusion.

II. STATISTICAL TIMING ANALYSIS OF A DFF-PIPELINED

INTERCONNECT

A typical DFF-based interconnect pipelining stage is shown
in Figure 1 where each DFF is rising-edge-triggered All



pipelining stages are uniform and each stage has a flip flop
with size s and a wire with length ofl driven by an inverter
with sizez and terminated by another inverter with sizew.

Fig. 1. DFF Pipelined Interconnect Stage

Each DFF will have an input terminal D and an output
terminal Q. After the rising edge of the clock, data of the
DFF in stagei will appear at its Q terminal after a propagation
delay of τprop. These data will then reach the D terminal of
the DFF in stagei+1 after wire delay ofτwire. To satisfy the
setup time constraint of the DFF in stagei + 1, new data has
to arrive at the D terminal earlier than the next rising clock
edge with amount of the setup timeτsetup.

For a data transition propagating through a DFF-pipelined
interconnect stages,xi, the arrival time of theith stage is
defined at the D terminal of the DFF in(i+1)th stage. Clearly,
xi has to be within a range of

iTCLK ≤ xi ≤ (i + 1)TCLK − τsetup

where TCLK is the clock period measured from the rising
edge. If this condition is violated, the(i + 1)th stage will not
be able to register the signal transition and a bit error may
occur.

The relative data arrival time in theith stage is defined
as pi = xi − iTCLK . Since data in the(i − 1)th stage will
propagate intoith stage only after theith rising clock edge,

pi = τprop + τwire (1)

according to the definition ofτprop andτwire. Therefore, data
transmission from theith stage to the(i + 1)th stage will be
free of error only if

0 ≤ pi ≤ TCLK − τsetup

In other words, if a data bit is already correctly registered
by the DFF inith stage, the probability to have correct data
transmission between theith and (i + 1)th stage can be
expressed as:

q = Pr(0 ≤ pi ≤ TCLK − τsetup) (2)

We model the data arrival timepi as a random variable with
probability density function (p.d.f.) P (pi). Noted that from
equation (1),pi is the sum of two delay terms,τprop and
τwire which are also random variables withp.d.f.s of P (τprop)
andP (τwire) respectively. SoP (τstage) can be found as the
convolution ofP (τprop) andP (τwire):

P (pi) = P (τprop) ∗ ∗P (τwire) (3)

where “**” is the convolution operator.
Since the clock periodTCLK and the setup time of the

DFF, τsetup are also random variables, the difference between
them,A = TCLK − τsetup will also be a random variable. We
denote thep.d.f.of these three random variable asP (TCLK),
P (τsetup) andP (A) respectively. Hence the probability that a
data bit is successfully transmitted from stagei to stagei + 1
can be evaluated as:

q =
∫ ∞

−∞

{∫ TCLK−τsetup

0

P (pi)dpi

}
P (A)dA (4)

whereP (A) = P (TCLK) ∗ ∗P (−τsetup)
It is impossible to havepi < 0 sincepi is the sum of delays.

q =
∫ ∞

−∞

{∫ TCLK−τsetup

−∞
P (pi)dpi

}
P (A)dA (5)

One may define yet another random variable

δ = τprop + τwire + τsetup − TCLK (6)

whosep.d.f. is:

P (δ) = P (τprop) ∗ ∗P (τwire) ∗ ∗P (τsetup) ∗ ∗P (−TCLK)

The probability to have correct data transmission from stage
i to i + 1 is then:

q =
∫ ∞

−∞
P (A)dA

∫ 0

−∞
P (δ)dδ =

∫ 0

−∞
P (δ)dδ (7)

The error probability that a single data bit is transmitted
through aN -stage DFF-pipelined global interconnect wire,
denoted by BER, is the bit error rate when data is transmitted
through this on-chip communication channel. Due to the
presence of a DFF, the probability of correct data transmission
at each stage is independent of each other. Hence,

BER = 1− qN (8)

If we impose the normal random variable assumptions about
τprop, τwire, τsetup, and TCLK , the random variableδ will
have a normal density function such that its mean and variance
are computed as:

µδ = µτprop + µτwire + µτsetup − µTCLK (9)

σ2
δ = σ2

τprop
+ σ2

τwire
+ σ2

τsetup
+ σ2

TCLK
(10)

The corresponding probability of correct data transmission
from stagei to stagei + 1 then can be computed as

q = Pr(δ ≤ 0) =
1
2

+ erf

(
µδ

σδ

)
(11)

where

erf(x) =
1√
2π

∫ x

0

exp

(
− t2

2

)
dt



Fig. 2. Latch Pipelined Interconnect Stage

III. L ATCH-PIPELINED INTERCONNECT

A typical latch-pipelined interconnect stage is shown in
Figure 2 where positive-passing latches with size ofs are used.
Again, we assume identical pipelined stages with each stage
having a wire of lengthl, driven by a driver of sizez, and
terminated by an acceptor buffer with size ofw.

There are three kinds of delays associated with a latch: (i)
τdata, the delay between data input terminal D and output
terminal Q when clock is high. (ii)τprop, the delay between
positive clock edge and Q. And (iii)τsetup, the time data signal
must held steady before the falling edge of the clock signal
so that the latch may latch on to the correct data value. We
also denoteτwire to the delay incurred over the wire segments
within a pipelined stage.

Fig. 3. Latch Timing

A. Timing Analysis

In figure 3, the timing constrains of a latch-piplined stage
are illustrated. The square wave in solid line represents the
ideal clock waveform with a period equal toTCLK . The rising
clock edge is designated as the origin of each clock period. We
assume 50% duty cycle so that the width of the clock pulse is
0.5TCLK . We use point B to mark the falling edge of clock
pulse, and point C to mark the point0.5·TCLK−τsetup within
each clock cycle.xi is the arrival time of a data bit at the input
D of the latch at stagei. The ith clock period is defined as
{t|(i−0.5)TCLK ≤ t ≤ (i+0.5)TCLK}. Obviously, ifxi falls
outside the current clock period, it is a faulty transmission. For
convenience, we also denote a relative data arrival time with
respect to the rising clock edge of the current clock period at
the ith pipelined stage aspi = xi− i ·TCLK . Hence the range
of pi within the ith clock period is{t| − 0.5 · TCLK ≤ t ≤
0.5 · TCLK}.

If the data arrives withinτsetup time units prior to the falling
clock edge B, then the D latch may not have sufficient time
to register this new data, and the data transmission will fail.
Hence the intervalF = {t|C = 0.5TCLK − τsetup < t <
0.5TCLK} is denoted as thefaulty regionwithin each clock
period.

As illustrated in figure 3,xi−1 falls inside anopaque region
O = {t|− 0.5 ·TCLK ≤ t ≤ 0} prior to the rising clock edge.
During this interval, the clock signal is low, and the latch is
off. Thus, the latch appears to beopaqueto the data signal at
its input D. The data will remain there until the rising clock
edge at the end of this interval. Then it will propagate through
the latch and wire in pipelined stagei and arrive the output
of the acceptor at timexi. Thus

xi = (i− 1)TCLK + τprop + τwire (12)

Equivalently, we say ifpi−1 ∈ O,

pi = −TCLK + τprop + τwire (13)

Note thatpi is independent ofpi−1.
In figure 3, xi arrives after the rising clock edge (t = 0)

and falls within a transparent regionT = {t|0 ≤ pi ≤
0.5TCLK−τsetup}. Since the latch is on, it appearstransparent
to the input signal at D. The incoming data immediately starts
passing through the latch and subsequent buffers, and wire.
Hence

xi+1 = xi + τdata + τwire (14)

Equivalently,

pi+1 = pi + τdata + τwire − TCLK (15)

To summarize, we have

pi+1 =
{

τprop + τwire − TCLK (pi ∈ O)
pi + τdata + τwire − TCLK (pi ∈ T ) (16)

If pi ∈ F , then the data transmission is considered as a failure
and there will be nopi+1.

Note that whenpi ∈ T , pi+1 is dependent onpi. This is
not the case of a DFF pipelined global interconnect where
the delay within each pipelined stage is independent of other
pipelined stages.

B. Probability Density Function of Data Arrival Time

In order to calculate the probability of successful transmis-
sion of a single data bit through aN -stage D latch-pipelined
global interconnect, one needs to compute thep.d.f. of the
data bit arrival timeP (pi) for each pipelined stage. This task
is much more complicated for a latch-pipelined global wire
than a DFF-pipelined global wire, becausepi may depend on
pi−1 if pi−1 ∈ T , or pi may not be defined ifpi−1 ∈ F .
Therefore, we will derive a formula for a conditionalp.d.f.
P (pi+1|pi ∈ O ∪ T ) instead. Since{pi ∈ O} and {pi ∈ T}



are disjoint events, one has

P (pi+1) =
P (pi+1|pi ∈ O ∪ T )

Pr(pi ∈ O ∪ T )
(17)

=
Pr(pi ∈ O)

Pr(pi ∈ O) + Pr(pi ∈ T )
P (pi+1|pi ∈ O)

+
Pr(pi ∈ T )

Pr(pi ∈ O) + Pr(pi ∈ T )
P (pi+1|pi ∈ T )

The conditionalp.d.f.P (pi+1|pi ∈ O) is the convolution of
the p.d.f.s of P (τprop), P (τwire), andP (TCLK):

P (pi+1|pi ∈ O) (18)

= P (τprop) ∗ ∗P (τwire) ∗ ∗P (−TCLK)

Note that thisp.d.f. is the same for each stage indexi.
The conditionalp.d.f. P (pi+1|pi ∈ T ) on the other hand,

is the convolution of thep.d.f.s of four independent random
variables:

P (pi+1|pi ∈ T ) (19)

= P (pi|pi ∈ T ) ∗ ∗P (τdata) ∗ ∗P (τwire) ∗ ∗P (−TCLK)

whereP (pi|pi ∈ T ) is defined as:

P (pi|pi ∈ T ) =





0 (pi /∈ T )
P (pi)

Pr(pi ∈ T )
(pi ∈ T ) (20)

Given the initialp.d.f., P (p0) as the input of the first stage,
then, recursively,P (pi) can be computed onceP (pi−1) is
computed.

C. Bite Error Rate(BER)

Given that all previous stages have correct data transmis-
sion, the probability that stagei can correctly send a data bit
to stagei + 1 is:

qi = Pr(pi ∈ O ∪ T ) (21)

=
∫∫ +∞

−∞
P (B)P (C)dBdC

∫ C

B

P (pi)dpi

where random variablesB = −0.5TCLK , C = 0.5TCLK −
τsetup and their p.d.f.s are P (B) = P (−0.5TCLK) and
P (C) = P (0.5TCLK) ∗ ∗P (−τsetup) respectively.

To have a data bit correctly propagating through N latch-
pipelined stages, one must have all N stages correctly transfer
this data bit. So the overall bit error rate(BER) equals:

BER = 1− q1q2 · · · qN︸ ︷︷ ︸
N

= 1−
N∏

i=1

qi (22)

IV. EMPIRICAL PROBABILITY DENSITY FUNCTION

ESTIMATION OF TECHNOLOGY DEPENDENTDELAY

PARAMETER

The p.d.f.s of τsetup, τdata, τprop, andτwire are needed to
facilitate the statistical analysis. Rather than assuming these
are normal random variables, we have conducted Monto Carlo
simulation using0.18µm technology parameters to obtain the
mean and standard deviation of these random variables and

use these numbers for subsequent statistical timing analysis.
For this purpose, we have made a few assumptions:

• Temperature fluctuation is set to100◦C and uniformly
distributed from27◦C to 127◦C.

• Supply voltage uncertainty is set to be10% and uniformly
distributed.

• Each process parameter variation is assumed to obey
a uniform distribution within the limits provided by
technology files.

• Crosstalk effect is modeled by putting parallel aggressor
wires in both sides of the victim wire and passing random
signals through these aggressor wires.

We estimate the clock uncertainty based on work reported
in [17] that claimed the best effort clock uncertainty is51ps
in 0.18µm technology. If the clock cycle follows Gaussian
distribution, it is then reasonable to assume the standard
deviation of the clock cycle isσc = 17ps. The designed clock
cycle is the mean value of the clock cycle distribution,µc.
The expected bit rate sent through the interconnect is1/µc if
bits are NRZ-coded.

A common wire segment withw = 24µm and z = 40µm
is pipelined between DFFs or latches with size ofs = 16µm.
The latches are designed in such a way thatτsetup ≡ τdata.
The designed stage wire delay,µw is the mean value of the
wire delay and varies if the wire lengthl in a stage changes.
The variation of the stage wire delayσw, however, is assumed
to be constant.

Fig. 4. P.d.f.s of τsetup, τprop, andτwire in DFF Pipelining

Fig. 5. P.d.f.s of τsetup, τprop, andτwire in latch Pipelining

The delay parameters extracted from Monte Carlo simula-
tion results using 300 independent trials are shown in Figure
4 for DFF pipelining and Figure 5 for latch pipelining. The
p.d.f.s of these delay parameters can be approximated well
with Gaussian density functions whose empirical means and
standard deviations are summarized in Table I.

V. THROUGHPUT ANDRELIABILITY

It is desirable to transfer data bits through interconnect
as fast as possible. But due to the statistical uncertainty
of the interconnect, bit error will happen in certain rate.



TABLE I

DISTRIBUTION PARAMETERS FORDELAY ELEMENTS

µ σ
DFF Latch DFF Latch

τsetup 94ps 119ps 9ps 13ps
τprop 120ps 116ps 13ps 13ps
τwire µw 9ps
TCLK µc 17ps

So an appropriate criteria to measure the throughput of the
interconnect is the number of correct data bits transferred per
second(bps). If data bits, encoded as NRZ, are transferred
through the interconnect with the same rate as the designed
operation clock frequency(1/µc), the overall throughputThput
will be:

Thput =
1− BER

µc
(23)

If error checking or correcting code(ECC) is included, then the
throughput will be furthermore compromised by the fraction
of bits used for ECC.

The reliability of the interconnect is measured by its BER.
The less the BER is, the better the reliability. Since error
correcting is usually a very expensive operation, it is demanded
not only to have highly reliable interconnect, but also to
precisely predict the BER value to identify the reliable region
since even very small variation of the BER will result in severe
performance degradation as indicated by Amdahl’s law.

In the following discussions, a system is defined to be
reliable if its BER ≤ 1%. And the reliable region is defined
as the region of the designed clock frequency1/µc where
the system showsBER ≤ 1%. The reliable region width,
if exists, is the difference between the maximum frequency
and minimum frequency inside the reliable region. This1%
critical BER is just selected as an example used to illustrate
the STA methodology in the following section. Different
application could have different BER critical values but the
STA methodology remains the same.

A. Operation Clock Frequency(1/µc)

Figure 6 shows the STA analysis of the reliability and
throughput for a pipelined interconnect which has 8 pipelining
stages with each stage has a wire length of 1.4mm(µw =
110ps).

(a) BER (b) Throughput

Fig. 6. BER and Throughput v.s. Mean Clock Frequency

Calculated from Figure 6(a), the reliable region of the
DFF-pipelined interconnect is single-side bounded:1/µc ≤
2.34GHz. But for the latch-pipelined interconnect, the re-
liable region is double-side bounded:3.34GHz ≤ 1/µc ≤
3.44GHz. The reliable region width for latch pipelining is
0.1GHz. As shown in Figure 6(b), both DFF and latch
pipelining have their maximum throughput,2.35Gbps and
3.38Gbps respectively. Latch pipelining shows44% of speed
up over DFF pipelining.

In the case of DFF pipelining, the static worst-case tim-
ing analysis gives the maximum frequency of2.2GHz for
BER ≤ 1%. This is too pessimistic and7% of throughput is
lost compared with the STA result.

The worst-case analysis performs worse in the case of
latch pipelining since it predicts to have no reliable region.
Furthermore, if the intuitive method is used, the operation
frequency will be decided as the center of the feasible region in
the average case. This intuitive operation frequency,3.46GHz
is actually outside the reliable region of3.34GHz ≤ 1/µc ≤
3.44GHz as predicted by STA.

So it is clear that STA is necessary to decide the operation
frequency of high performance interconnect pipelining.

B. Interconnect Throughput Optimization

Static worst-case timing analysis is not able to catch the
change of BER for different design, so it will predict the
maximum throughput defined in (23) for both DFF and latch
pipelining is independent on the number of pipelining stages
N if the stage wire delaysµw maintains the same.

(a) Pipelining Stage Number (b) Stage Wire Delay

Fig. 7. Interconnect Throughput

But, clearly shown in Figure 7(a), the maximum throughput
of the interconnect for both pipelining slightly decreases when
number of stages increases.

For a fixed overall length of wire, the stage wire delay
will decrease if the number of pipelining stages increases.
Static timing analysis will give a conclusion that the maximum
throughput of the latch pipelining will monotonically increase
if the number of pipelining stage increase since the stage wire
delay decreases. But STA analysis shown in Figure 7(b) that
the maximum throughput will actually drop when the stage
wire delay is smaller than a critical value. So there will be an
optimum value for the number of latch pipelining stages.

C. Reliability of Latch Pipelining

Reliability may not be a big issue for DFF pipelining
because its reliable region is single-side bounded. But it is an



important design consideration in the case of latch pipelining.
Both pipelining stage number and stage wire delay greatly
affect the reliability of latch pipelining. The width of reliable
region is shown in Figure 8 with different pipelining stages
and wire delays.

(a) Pipelining Stage Number (b) Stage Wire Delay

Fig. 8. Reliability of Latch Pipelining

It is clear that longerµw and smallerN will gives wider
reliable region and improve the reliability of latch pipelining.
So for a fixed overall length of interconnect, less pipelining
stages and longer wire length per stage will give better
reliability. This is actually contradict to which is preferred
in throughput maximization where very small stage wire
delay is desired. So by using STA method, detailed trade-off
throughput with reliability can be accomplished while with
static timing analysis, it is impossible.
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publications:
1. Jeng-Laing Tsai, Tsung-Hao Chen, and Charlie Chung-Ping
Chen, ”Zero-Skew Clock-Tree Optimization with Buffer-
Insertion/Sizing and Wire-Sizing,” IEEE Transactions on
Computer-Aided Design of Integrated Circuits And Systems
(TCAD), 2004.
2. Lizheng Zhang, Yu Hen Hu, and Charlie Chung-Ping
Chen, ”Statistical Timing Analysis in Sequential Circuit for
On-Chip Global Interconnect Pipelining,” IEEE/ACM Design
Automation Conference (DAC), 2004.
3. Rong Jiang and Charlie Chung-Ping Chen, ”ESPRIT: A
Compact Reluctance Based Interconnect Model Considering
Lossy Substrate Eddy Current,” International Microwave
Symposium (IMS), 2004.
4. Ting-Yuan Wang, Jeng-Liang Tsai, and Charlie Chung-Ping
Chen, ”Power-Delivery Networks Optimization with Thermal
Reliability Integrity,” ACM International Symposium on
Physical Design (ISPD), April, 2004.
5. Ting-Yuan Wang and Charlie Chung-Ping Chen, ”SPICE-
Compatible Thermal Simulation with Lumped Circuit
Modeling for Thermal Reliability Analysis based on
Model Reduction,” 5th International Symposium on Quality
Electronic Design (ISQED), March, 2004.
6. Ting-Yuan Wang, Jeng-Liang Tsai, and Charlie Chung-Ping
Chen, ”Thermal and Power Integrity based Power/Ground
Networks Optimization,” Design, Automation and Test in
Europe Conference and Exhibition (DATE), February, 2004.

7. Rong Jiang and Charlie Chung-Ping Chen, ”SCORE: SPICE
Compatible Reluctance Extraction,” Design, Automation and
Test in Europe Conference and Exhibition (DATE), February,
2004.
8. Rong Jiang and Charlie Chung-Ping Chen, ”Realizable
Reduction for Electromagnetically Coupled RLMC
Interconnects,” Design, Automation and Test in Europe
Conference and Exhibition (DATE), February, 2004.
9. Lizheng Zhang, Yuhen Hu, and Charlie Chung-Ping Chen,
”Wave-pipelined On-Chip Global Interconnect,” ACM/IEEE
TAU Workshop on Timing Issues in the Specification and
Synthesis of Digital Systems, 2004.

VII. C ONCLUSION

In this paper, we present a novel, comprehensive design
methodology to perform analytical and empirical statistical
timing analysis of two popular pipelined global interconnec-
tion architectures: DFF-pipined global interconnect and latch-
pipelined global interconnect. This design methodology allows
a designer to perform efficient, yet accurate trade-offs analysis
to search for optimal design in terms of number of pipelined
stages, maximum operating clock frequency, and bit error rate.

We have found that the DFF-pipelined design is relatively
easy to analyse. Yet, its constraints limit the theoretically
attainalbe performance when compared to a latch pipelined
global interconnect architecture. The two-sided timing con-
straints of a latch-pipelined architecture highlights the extra
care that must be taken to properly design a latch-pipelined
interconnect architecture.
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