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Timing is Everything: Power Delivery, Signal
Integrity, and Temperature (1/3)
Number: 92-2220-E-002-019-

Abstract—Due to coupling noises, process avariations, and global interconnect wires. These distributions then allows one
power delivery fluctuations, design uncertainties of on-chip global to estimate the probability of erroneous transmission of a
interconnect systems rise sharply with deep-sub-micron (DSM) gjnqje pit through the wire at a particular clock frequency. By

technology. It is increasingly difficult to assume deterministic . . .
and error-free signal transmission over global wires. Instead, varying the operating clock frequency, a bit-error-rate versus

on-chip global interconnect wires must be analyzed as an error- clock frequency plot can be drawn for each of these two
prone communication channel characterized by probability of global interconnect architectures. Such a plot for both the flip-
bit error, and statistical timing distributions. In this paper, a  flop inserted and the latch inserted global interconnect system
novel statistical timing analysis approach is developed to analyze allows one to compare the different features of these two
the behavior of two practically important pipelined multiple . s L . .
clock-cycle global interconnect architectures, namely, the flip- archltectures. Two preliminary findings arg very interesting:
flop inserted global wire and the latch inserted global wire. We First, we observe that the latch-based architecture can operate
present analytical formula that are based on parameters obtained at a higher clock frequency than the flip-flop based architecture
using Monto Carlo simulation. These results enable a global with about the same bit error probability. Secondly, when the
interconnect designer to explore design trade-offs between clock clock frequency is too much lower than the desired operating

frequency and probabilty of bit-error during data transmission, . . .
and to evaluate cost-effectiveness of reliability enhancement feduency, the latch based architecture may yield excessively

measures such as bus coding. high bit error rate due to potential race of signal propagation
when the clock signal is held high.
. INTRODUCTION We note that existing statistical timing analysis results [8]—

Continuing shrinkage of feature size and ever-increasifit4] focused on timing variations of combinational logics. The
SoC design complexity present great challenges to desigonlinear effect of sequential elements such as flip-flops or
high-reliability, high throughput on-chip interconnection cirfatches are not taken into account. On the other hand, the
cuitry. Design uncertainties rise sharply due to process vawerst-case based deterministic timing analysis for flip flop
ations, thermal noises, supply voltage fluctuation, cross cdwas been talked almost in every circuit textbook. This similar
pling and non-controllable clock jitters. For the current genetiming analysis for latch is also given in [15], [16]. In this
ation VLSI, significant guard-banding has become a commpaper, however, the close form of the probability distribution
practice to ensure signal integrity and avoid communicatidanction(PDF) for both the flip-flop based and the latch
failures. Resource-hungry stopgap measures, such as shieldiaged pipelined interconnect systems are successfully derived.
buffer insertion, sizing, spacing, and extended timing margih&imerical analysis are given base on example designs. These
are also aggressively applied. These existing approaches fostagistical analysis is then used to evaluate the performance
on the worst case scenario and choose design parameters reliability of these two interconnect pipelining methods.
conservatively to ensure the circuit behavior so derived can beThe rest of this paper is organized as following: Section
predicted with certainty. For DSM design, such a conservatileand Il derive the close form of the PDF functions for D-
design approach may become impractical as it may Yyietgbe flip flop(DFF) and latch-based interconnect pipelining. In
no viable solution. Instead, statistical characterization of tlsection IV, the STA parameters are extracted from the Monte
performance of global interconnect becomes necessary. Carlo simulation experiments of the example circuits. Section

Along this direction, in this paper, we performed statistical does the numerical analysis by using the derived PDF
timing analysis on two types of pipelined, multiple clockequations and extracted STA parameters. With these results,
cycle, global interconnect architectures: a flip-flop insertdabth interconnect pipelining schemes are evaluated in terms of
global interconnect wire [1]-[7], and a latch inserted globaderformance and reliability. Section VI briefly discusses the
interconnect wire. Our goal is to analyze the impacts of paraf®8TA methodology for general sequential circuits and section
eter variations and noise on the successful transmission of déitanakes the conclusion.
in such a circuit. Specifically, we assume that the statistical
variations of individual parameters, such as clock jitter, proceds STATISTICAL TIMING ANALYSIS OF A DFF-RPELINED
parameters, and noise statistics are known. Using these statis- INTERCONNECT
tics, we are able to derive analytical formula that characterizeA typical DFF-based interconnect pipelining stage is shown
the distribution of timing delay of these multiple clock-cyclén Figure 1 where each DFF is rising-edge-triggered All



pipelining stages are uniform and each stage has a flip flofpere “**” is the convolution operator.

with size s and a wire with length of driven by an inverter  Since the clock period-rx and the setup time of the

with size z and terminated by another inverter with size ~ DFF, 7,..,, are also random variables, the difference between
them, A = Torkx — Tsetup Will @lso be a random variable. We
denote the.d.f. of these three random variable B$T¢ 1 i ),
P(Tsetup) and P(A) respectively. Hence the probability that a
data bit is successfully transmitted from stage stagei + 1
can be evaluated as:

oo [

where P(A) = P(Tcrk) * *P(—Tsetup)
t It is impossible to have; < 0 sincep; is the sum of delays.

"TOLK —Tsetup
/0 P(m)dpi} P(A)IA (4)

Fig. 1. DFF Pipelined Interconnect Stage

Each DFF will have an input terminal D and an outpu
terminal Q. After the rising edge of the clock, data of the 00 ToLK—Teetup
DFF in stage will appear at its Q terminal after a propagation g = / {/ P(pi)dpi} P(A)dA (5)
delay of 7,,,..p,. These data will then reach the D terminal of —oo | J—o0
the DFF in stagé + 1 after wire delay ofr,;... To satisfy the
setup time constraint of the DFF in stage 1, new data has
to arrive at the D terminal earlier than the next rising clock
edge with amount of the setup time.;y,.

For a data transition propagating through a DFF-pipelingghosep.d.f. is:
interconnect stages;;, the arrival time of thei*" stage is
defined at the D terminal of the DFF {a+1)*" stage. Clearly, P(8) = P(Tprop) * *P(Twire) * *P(Tsetup) * *P(=Tc LK)
x; has to be within a range of

One may define yet another random variable

0= Tprop T Twire + Tsetup — Tork (6)

. _ The probability to have correct data transmission from stage
iTork <@ < (i+ 1)ToLk = Tsetup itoi+1is then:

where Ter i is the clock period measured from the rising oo 0 0
edge. If this condition is violated, thg + 1) stage will not q = / P(A)dA/ P(0)dd :/

be able to register the signal transition and a bit error may
occur. The error probability that a single data bit is transmitted

The relative data arrival time in the¢" stage is defined through aN-stage DFF-pipelined global interconnect wire,
asp; = z; — iTori. Since data in théi — 1) stage will denoted by BER, is the bit error rate when data is transmitted
propagate inta*" stage only after thé'” rising clock edge, through this on-chip communication channel. Due to the
presence of a DFF, the probability of correct data transmission
at each stage is independent of each other. Hence,

P(6)ds (7)

— 00

Pi = Tprop + Twire (1)

according to the definition of,,,, andr,;... Therefore, data
transmission from theé'” stage to thei 4 1) stage will be
free of error only if

BER=1-¢" (8)

If we impose the normal random variable assumptions about
0 <pi <ToLK — Tsetup Tprops Twires Tsetups and Topk, the random variablé will

_ o _ have a normal density function such that its mean and variance
In other words, if a data bit is already correctly registeregre computed as:

by the DFF ini*" stage, the probability to have correct data

transmISSIon between théh and (l + 1)th Stage can be :LL(S = ,u’Tprop + H‘Fmire + :uTset,up - /U’TCLK (9)
expressed as: o5 = ol +or.  +oi . 407, (10)
q= P?“(O < Di < TCLK - Tsetup) (2)

The corresponding probability of correct data transmission
We model the data arrival timg as a random variable with from stage: to stagei + 1 then can be computed as

probability density function f.d.f) P(p;). Noted that from

. . 1 s
equation (1),p; is the sum of two delay termss,,,, and q=Pr(0<0)=-+4erf( = (11)
Twire Which are also random variables wiptd.fs of P(7,,.0p) 2 gs
and P(Tyire) respectively. SQP(7s:q4e) can be found as the
convolution of P(7pr0p) and P(Tyire):

1 z t2
f = — _—
P(pl) - P(Tprop) * *P(Twire) (3) e (CL‘) \/%,/0 exp < 2 ) dt

where



If the data arrives within..., time units prior to the falling
clock edge B, then the D latch may not have sufficient time
to register this new data, and the data transmission will fail.
Hence the intervall’ = {t|C = 0.5TcLx — Tsetup < t <
0.5Tcrk} is denoted as thé&ulty regionwithin each clock
period.

As illustrated in figure 3g;_; falls inside ampaque region
O ={t|-0.5-Terx <t <0} prior to the rising clock edge.
During this interval, the clock signal is low, and the latch is

Fig. 2. Latch Pipelined Interconnect Stage off. Thus, the latch appears to bpaqueto the data signal at
its input D. The data will remain there until the rising clock
edge at the end of this interval. Then it will propagate through

[1l. L ATCH-PIPELINED INTERCONNECT the latch and wire in pipelined stageand arrive the output

A typical latch-pipelined interconnect stage is shown in the acceptor at time:;. Thus

Figqre 2 where posit_ive—p_assing IaFches with sizg afe used. i = (i — V)Teri + Tyrop -+ Tuwire (12)
Again, we assume identical pipelined stages with each stage
having a wire of length, driven by a driver of size:, and Equivalently, we say ifp;_1 € O,
terminated by an acceptor buffer with sizeof

There are three kinds of delays associated with a latch: (i) pi = —TcLK + Tprop + Twire (13)
Tdata, the delay between data input terminal D and output
terminal Q when clock is high. (iiY,.,, the delay between Note thatp; is independent op;_; .
positive clock edge and Q. And (iitke+.y, the time data signal  In figure 3, z; arrives after the rising clock edge € 0)
must held steady before the falling edge of the clock signand falls within atransparent regionT’ = {t|0 < p; <
so that the latch may latch on to the correct data value. W&TcrLk —Tsetup }- Since the latch is on, it appedransparent
also denote,;,.. to the delay incurred over the wire segmentto the input signal at D. The incoming data immediately starts

within a pipelined stage. passing through the latch and subsequent buffers, and wire.
Hence
Tit1 = T + Tdata + Twire (14)
Equivalently,
Dit+1 = Pi + Tdata + Twire — LoLK (15)

To summarize, we have

Fig. 3. Latch Timing Dis1 = Tprop + Twire — ToLK (pl € O) (16)
“ i + Tdata + Twire — TCLK (pz S T)
A. Timing Analysis If p; € F, then the data transmission is considered as a failure

. e . o and there will be n@; .
In figure 3, the timing constrains of a latch-piplined stage Note that wherp; € T, piy1 is dependent om;. This is
3 il 1 (

are illustrated. The square wave in solid line represents tngt the case of a DFF pipelined global interconnect where

ideal clock waveform with a period equal 1@ . The rising the delav within each pipelined stage is independent of other
clock edge is designated as the origin of each clock period. \% y witi Pipet ge s indep

assume 50% duty cycle so that the width of the clock pulse I?ellned stages.
0.5TcLx. We use point B to mark the falling edge of cloc
pulse, and point C to mark the poitt - T 1. k — Tsetup Within
each clock cyclez; is the arrival time of a data bit at the input In order to calculate the probability of successful transmis-
D of the latch at stage. Thei!” clock period is defined as sion of a single data bit through Ai-stage D latch-pipelined
{t|(i—0.5)Terk <t < (i+0.5)Tcri - Obviously, ifz; falls  global interconnect, one needs to compute phe.f. of the
outside the current clock period, it is a faulty transmission. Fdata bit arrival timeP(p;) for each pipelined stage. This task
convenience, we also denote a relative data arrival time with much more complicated for a latch-pipelined global wire
respect to the rising clock edge of the current clock period titan a DFF-pipelined global wire, becaysemay depend on
thei*" pipelined stage ag; = =; — i - Tcrx. Hence the range p;_; if p;,_1 € T, or p; may not be defined ip;,_; € F.

of p; within the i*" clock period is{t| — 0.5- Tcrx <t < Therefore, we will derive a formula for a conditionpld.f.
0.5- TCLK}- P(pi+1|p7; e OU T) instead. Sianpi S O} and {pi S T}

HB. Probability Density Function of Data Arrival Time



are disjoint events, one has use these numbers for subsequent statistical timing analysis.

P(pisa|pi € OUT) For this purpose, we have made a few assumptions:
P(piy1) = Pr(pie OUT) 17 « Temperature fluctuation is set t@0°C and uniformly
lPr(pl- € 0) distributed from27°C to_ 127_°C’. _
= Pripr € O) 1 Prip € T)P(piﬂlpi € 0) . S.upply voltage uncertainty is set to b&’% and uniformly
! ¢ distributed.
+ Pr(pieT) P(pisilpi € T) o Each process parameter variation is assumed to obey
Pr(pi € O)+ Pr(pi €T) a uniform distribution within the limits provided by
The conditionalp.d.f. P(p;;1|p; € O) is the convolution of technology files.
the p.d.fs of P(7pr0p). P(Twire), and P(Teork): « Crosstalk effect is modeled by putting parallel aggressor
wires in both sides of the victim wire and passing random
P(pi+ilpi € 0) (18) signals through these aggressor wires.
= P(Tprop) * *P(Twire) ¥ *P(~TcoLK) We estimate the clock uncertainty based on work reported
Note that thisp.d.f.is the same for each stage index in [17] that claimed the best effort clock uncertaintysisps

The conditionalp.d.f. P(p;41|p; € T) on the other hand, iN 0-18um technology. If the clock cycle follows Gaussian
is the convolution of thep.d.fs of four independent randomdistribution, it is then reasonable to assume the standard

variables: deviation of the clock cycle is. = 17ps. The designed clock
cycle is the mean value of the clock cycle distributiqn,
P(pit1lpi € T) (19)  The expected bit rate sent through the interconnety js. if

= P(pilpi € T) * %P (Tgata) * *P(Twire) * xP(=Tcrx)  bits are NRZ-coded.
A common wire segment withv = 24um and z = 40um

where P(p;|p; € T) is defined as: is pipelined between DFFs or latches with sizeseE 16.m.

0 (p; ¢ T) The latches are designed in such a way that., = Tdata-
P(pilp; €T) = P(p;) (p: €T) (20) The designed stage wire delay,, is the mean value of the
Pr(p; € T) ¢ wire delay and varies if the wire lengthin a stage changes.

The variation of the stage wire delay,, however, is assumed

Given the initialp.d.f, P(po) as the input of the first stage,to be constant.

then, recursively,P(p;) can be computed onc®(p;_1) is
computed.

C. Bite Error Rate(BER)

Given that all previous stages have correct data transmis-
sion, the probability that stagecan correctly send a data bit
to stagei + 1 is:

¢ = Pr(p;eOuUT) (21) Fig. 4. P.d.fs of Tsetup, Tprop, andTyire in DFF Pipelining
+oo c
— [ rwr©isac [ Peod
—o00 B
where random variable8 = —0.57¢crx, C = 0.5TcrLx —

Tsetup @nd theirp.d.fs are P(B) = P(-0.51¢Lk) and
P(C) = P(0.5Tc k) * *P(—Tsetup) respectively.

To have a data bit correctly propagating through N latch-
pipelined stages, one must have all N stages correctly transfer

this data bit. So the overall bit error rate(BER) equals: Fig. 5. P.d.fs of Tsctup, Tprop, aNdTuire in latch Pipelining
N
BER = 1—qiga--qn=1— qu' 22) The delay p'aramete'rs extracted frqm Monte Carlq simula—
— i1 tion results using 300 independent trials are shown in Figure
N 4 for DFF pipelining and Figure 5 for latch pipelining. The
IV. EMPIRICAL PROBABILITY DENSITY FUNCTION p.d.fs of these delay parameters can be approximated well
ESTIMATION OF TECHNOLOGY DEPENDENTDELAY with Gaussian density functions whose empirical means and
PARAMETER standard deviations are summarized in Table I.

The p.d.fs of Tectup, Tdatar Tprop» @NATwire are needed to
facilitate the statistical analysis. Rather than assuming these
are normal random variables, we have conducted Monto Carldt is desirable to transfer data bits through interconnect
simulation using).18um technology parameters to obtain theas fast as possible. But due to the statistical uncertainty
mean and standard deviation of these random variables afidthe interconnect, bit error will happen in certain rate.

V. THROUGHPUT ANDRELIABILITY



TABLE |

Calculated from Figure 6(a), the reliable region of the
DISTRIBUTION PARAMETERS FORDELAY ELEMENTS

DFF-pipelined interconnect is single-side boundedy,. <

m o 2.34GHz. But for the latch-pipelined interconnect, the re-
DFF [ Latch | DFF | Latch liable region is double-side bounde®:34GHz < 1/u. <

Tsetup | 94pS | 119ps | 9ps | 13ps 3.44GHz. The reliable region width for latch pipelining is
Tprop 120ps | 116ps | 13ps | 13ps : z . g PP 9

Twire Lo 9ps 0.1GHz. As shown in Figure 6(b), both DFF and latch
Tk He 17ps pipelining have their maximum throughpu?,35Gbps and

3.38Gbps respectively. Latch pipelining showst% of speed

up over DFF pipelining.
So an appropriate criteria to measure the throughput of theln the case of DFF pipelining, the static worst-case tim-
interconnect is the number of correct data bits transferred peg analysis gives the maximum frequency 22GH = for
second(bps). If data bits, encoded as NRZ, are transfer &R < 1%. This is too pessimistic and’% of throughput is
through the interconnect with the same rate as the desigrest compared with the STA result.
operation clock frequency(.), the overall throughpuEhput The worst-case analysis performs worse in the case of

will be: latch pipelining since it predicts to have no reliable region.
1 _ BER Furthermore, if the intuitive method is used, the operation
Thput = —— (23) frequency will be decided as the center of the feasible region in

fhe the average case. This intuitive operation frequeBe\iG H z

If error checking or correcting code(ECC) is included, then tfig actually outside the reliable region 884G Hz < 1/p. <

throughput will be furthermore compromised by the fractiod-44G'H z as predicted by STA.

of bits used for ECC. So it is clear that STA is necessary to decide the operation
The reliability of the interconnect is measured by its BERTequency of high performance interconnect pipelining.

The less the BER is, the better the reliability. Since erng§ |nterconnect Throughput Optimization

correcting is usually a very expensive operation, it is demandedStatic worst-case timing analysis is not able to catch the
not only to have highly reliable interconnect, but also tg

. ) . . : .change of BER for different design, so it will predict the
p_remsely predict the BER v_alue {o identify the rehab_le reg1oM aximum throughput defined in (23) for both DFF and latch
since even very small variation of the BER will result in severe.

performance degradation as indicated by Amdahl's law. pipelining is independent on the number of pipelining stages

. . . . . N if the stage wire dela maintains the same.
In the following discussions, a system is defined to be 9 Yhw

reliable if its BER < 1%. And the reliable region is defined

as the region of the designed clock frequendy:. where

the system showBBER < 1%. The reliable region width,

if exists, is the difference between the maximum frequency

and minimum frequency inside the reliable region. This

critical BER is just selected as an example used to illustrate

the STA methodology in the following section. Different

application could have different BER critical values but the

STA methodology remains the same. (a) Pipelining Stage Number (b) Stage Wire Delay
Fig. 7. Interconnect Throughput

A. Operation Clock Frequency(y.)

But, clearly shown in Figure 7(a), the maximum throughput

Figure 6 shows the STA analysis of the reliability and . NP .
throughput for a pipelined interconnect which has 8 pipelinin??f the interconnect for both pipelining slightly decreases when

: : : umber of stages increases.
i%%i)s with each stage has a wire length of 1. € For a fixed overall length of wire, the stage wire delay

will decrease if the number of pipelining stages increases.
Static timing analysis will give a conclusion that the maximum
throughput of the latch pipelining will monotonically increase
if the number of pipelining stage increase since the stage wire
delay decreases. But STA analysis shown in Figure 7(b) that
the maximum throughput will actually drop when the stage
wire delay is smaller than a critical value. So there will be an
optimum value for the number of latch pipelining stages.

C. Reliability of Latch Pipelining

Reliability may not be a big issue for DFF pipelining
Fig. 6. BER and Throughput v.s. Mean Clock Frequency because its reliable region is single-side bounded. But it is an

(a) BER (b) Throughput



important design consideration in the case of latch pipelining. Rong Jiang and Charlie Chung-Ping Chen, "SCORE: SPICE

Both pipelining stage number and stage wire delay greatBompatible Reluctance Extraction,” Design, Automation and

affect the reliability of latch pipelining. The width of reliableTest in Europe Conference and Exhibition (DATE), February,

region is shown in Figure 8 with different pipelining stage2004.

and wire delays. 8. Rong Jiang and Charlie Chung-Ping Chen, "Realizable
Reduction for Electromagnetically Coupled RLMC
Interconnects,” Design, Automation and Test in Europe
Conference and Exhibition (DATE), February, 2004.
9. Lizheng Zhang, Yuhen Hu, and Charlie Chung-Ping Chen,
"Wave-pipelined On-Chip Global Interconnect,” ACM/IEEE
TAU Workshop on Timing Issues in the Specification and
Synthesis of Digital Systems, 2004.

(a) Pipelining Stage Number (b) Stage Wire Delay VII. CONCLUSION

Fig. 8. Reliability of Latch Pipelining In this paper, we present a novel, comprehensive design
methodology to perform analytical and empirical statistical

It is clear that longef,, and smallerN will gives wider timing analysis of two popular pipelined global interconnec-
reliable region and improve the reliability of latch pipeliningtion architectures: DFF-pipined global interconnect and latch-
So for a fixed overall length of interconnect, less pipeliningiPelined global interconnect. This design methodology allows
stages and longer wire length per stage will give bett@rdesigner to perform efficient, yet accurate trade-offs analysis
reliability. This is actually contradict to which is preferred© search for optimal design in terms of number of pipelined
in throughput maximization where very small stage wirgtages, maximum operating clock frequency, and bit error rate.
delay is desired. So by using STA method, detailed trade-offWWe have found that the DFF-pipelined design is relatively
throughput with reliability can be accomplished while witiffasy to analyse. Yet, its constraints limit the theoretically

static timing analysis, it is impossible. attainalbe performance when compared to a latch pipelined

global interconnect architecture. The two-sided timing con-

VI. RESEARCHPUBLICATIONS straints of a latch-pipelined architecture highlights the extra

In this support research, we achieve the followingare that must be taken to properly design a latch-pipelined
publications: interconnect architecture.

1. Jeng-Laing Tsai, Tsung-Hao Chen, and Charlie Chung-Ping
Chen, "Zero-Skew Clock-Tree Optimization with Buffer-

Insertion/Sizing and Wire-Sizing,” IEEE Transactions onll] H. Shah, P. Shin, B. Bell, M. Aldredge, N. Sopory, and J. Davis,
Aided Desi f Int ted Ci its And Svst Repeater insertion and wire sizing optimization for throughput-centric
Computer-Aide esign or Integrate Ircuits An ySIEMS i global interconnectsJEEE/ACM International Conference on Com-

(TCAD), 2004. puter Aided Design(ICCAD 2002pp. 280 —284, 2002.

2. Lizheng zZhang, Yu Hen Hu, and Charlie Chung—PindZ] K. Banerjee and A. Mehrotra, ‘A pow_er-optimal repeater insertion
" .. _ . . . . methodology for global interconnects in nanometer desigiSEE

Chen, "Statistical Timing Analysis in Sequential Circuit for  transactions on Electron Devicesol. 49, no. 11, pp. 2001 —2007, Nov

On-Chip Global Interconnect Pipelining,” IEEE/ACM Design  2002.

Automation Conference (DAC), 2004. [3] S. Srinivasa_raghgvan and W._Burleson, “Interc_onnect effort -a unification
. . . " . of repeater insertion and logical efforBroceedings of IEEE Computer

3. Rong Jiang and Charlie Chung-Ping Chen, ESPR_IT- _A Society Annual Symposium on VLBp. 55 —61, Feb 2003.

Compact Reluctance Based Interconnect Model Considerirjg] C. Chu and D. F. Wong, “Closed form solutions to simultaneous

Lossy Substrate Eddy Current” International Microwave buffer insertion/sizing and wire sizingACM Transactions on Design

. ! Automation of Electronic Systems (TODAR&). 6, no. 3, pp. 343-371,
Symposium (IMS), 2004. July 2001.
4. Ting-Yuan Wang, Jeng-Liang Tsai, and Charlie Chung-Pingp] L. Scheffer, “Methodologies and tools for pipelined on-chip inter-

Chen, ”Power-DeIivery Networks Optimization with Thermal connect,”IEEE International Conference on Computer Design(ICCD)

REFERENCES

L - . . 2002.
Re“a_b'“ty In.tegrlty, ACM .Internat|onal Symposium on [6] P. Cocchini, “Concurrent flip-flop and repeater insertion for high per-
Physical Design (ISPD), April, 2004. formance integrated circuits/EEE/ACM International Conference on

5. Ting-Yuan Wang and Charlie Chung-Ping Chen, "SPICE-_ Computer Aided Design(ICCADpp. 268 —273, 2002.
c ibl Th | si lati ith L d Gi .. [7] R. Lu, G. Zhong, C. K. Koh, and K. Y. Chao, “Flip-flop and repeater
ompatible erma imulation  wit umpe Ircuit insertion for early interconnect planning?roceedings of Design, Au-

Modeling for Thermal Reliability Analysis based on tomation and Test in Europe Conference and Exhibition, 2p@2 690

Model Reduction,” 5th International Symposium on Quality  —695, March 2002. _ o
J. J. Liou, K. T. Cheng, S. Kundu, and A. Krstic, “Fast statistical

. . (8]
Ele(?tromc Design (ISQED)g March, .2004' . ) timing analysis by probabilistic event propagatiobgsign Automation
6. Ting-Yuan Wang, Jeng-Liang Tsai, and Charlie Chung-Ping Conference, Proceedingpp. 661-666, June 2001.

Chen, "Thermal and Power Integrity based Power/Grount®! J.3J.Liou, C_. L. Wang, A. Krstic, _and K. T. Cheng, “Expe_rignce in_criti_cal
N ks Optimization” Desi A . d T . path selection for deep sub-micron delay test and timing validation,”
etworks Optimization, esign, Automation an est in Design Automation Conference, 2003. Proceedings of the ASP-DAC

Europe Conference and Exhibition (DATE), February, 2004.  2003. Asia and South Pacifipp. 751 =756, Jan 2003.



[10] A. Agarwal, V. Zolotov, and D. Blaauw, “Statistical timing analysis using
bounds and selective enumeratiolfEE Transactions on Computer-
Aided Design of Integrated Circuits and Systemsl. 22, no. 9, pp.
1243 -1260, Sept 2003.

[11] B. Choi and D. Walker, “Timing analysis of combinational circuits
including capacitive coupling and statistical process variatidh3| Test
Symposium, 2000. Proceedings. 18th IEBR. 49-54, May 2000.

[12] H.Jyu, S. Malik, S. Devadas, and K. Keutzer, “Statistical timing analysis
of combinational logic circuits,\ery Large Scale Integration (VLSI)
Systems, IEEE Transactions,oml. 1, no. 2, pp. 126 —137, June 1993.

[13] R.-B. Lin and M.-C. Wu, “A new statistical approach to timing analysis
of visi circuits,” VLSI Design, 1998. Proceedings., 1998 Eleventh
International Conference qrpp. 507 -513, Jan 1998.

[14] R. Brawhear, N. Menezes, C. Oh, L. Pillage, and M. Mercer, “Predict-
ing circuit performance using circuit-level statistical timing analysis,”
European Design and Test Conference, 1994. EDAC, The European
Conference on Design Automation. ETC European Test Conference.
EUROASIC, The European Event in ASIC Design, Proceedlimpgs.
332 —337, Mar 1994.

[15] I. Lin, J. A. Ludwig, and K. Eng, “Analyzing cycle stealing on
synchronus circuits with level sensitive latche29th ACM/IEEE Design
Automation Conferen¢el992.

[16] B. Taskin and I. S. Kourtev, “Performance optimization of single-phase
level sensitive circuits using time borrowing and non-zero clock skew,”
TAU 2002 Dec 2002.

[17] N. Kurd, J. Barkatullah, R. Dizon, T. Fletcher, and P. Madland, “A
multigigahertz clocking scheme for the pentium(r) 4 microprocessor,”
IEEE Journal of Solid-State Circuitvol. 36, no. 11, pp. 1647 —1653,
Nov. 2001.



