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Abstract The Universal Mobile Telecommunications
System (UMTS) adopts the WCDMA technology as the

radio access interface to provide variable transmission rate

services. There are four classes of connections identified in

UMTS, which are the conversational, streaming, interactive,

and background connections. To efficiently utilize radio

bandwidth, the shared channel approach is proposed to

deliver the packets for the interactive and background

connections. This paper proposes a “Shared-Channel As-
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signment and Scheduling” (SCAS) algorithm to periodically

allocate shared channels to serve interactive and background

connections. We conduct formal mathematical proofs and

simulation experiments to investigate the performance of

the SCAS algorithm. We formally prove that with SCAS, a

shared channel can be fully utilized (i.e., the utilization of a

shared channel can be up to 100%) to serve the interactive

connections. Our analysis indicates that compared with

the previously proposed shared channel allocation and

scheduling algorithms, there are less computation and com-

munication overheads introduced in the SCAS algorithm.

The results of the simulation experiments indicate that it is

preferred to set up the Transmission Time Interval (TTI; that

is, the unit of time interval for shared channel allocation)

smaller to optimize the performance of the SCAS algorithm,

including the shared channel utilization and the average

waiting time of a connection before getting transmission

service.

Keywords Downlink shared channel . Orthogonal variable

spreading factor . Universal mobile telecommunications

system . Wide-band code division multiple access

1. Introduction

The Universal Mobile Telecommunications System (UMTS)

[2, 7] provides high and variable transmission rate services

for mobile users. With UMTS, wireless multimedia com-

munication can be enhanced with high quality. Packet ac-

cess to information and services in the Internet will be en-

hanced by higher data rates and new flexible communi-

cation capabilities. In UMTS, four classes of traffics are

identified, which are conversational, streaming, interactive,
and background traffics. The conversational and streaming
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Fig. 2 The OVSF code tree

traffics have the constant bandwidth characteristics. The typ-

ical applications with the conversational and streaming traf-

fics are speech and multimedia applications. The interac-

tive traffic is highly dependent on request-response patterns

of end users (where a response is timely critical), which

has the burstness characteristics (i.e., lots of packets ar-

rive within a short time period). The typical applications

with the interactive traffic are common Internet applications

(e.g., web browsing and network gaming). The applications

with the background traffic are without stringent response-

time requirement, such as the background e-mail applica-

tion. They are usually served by the best-effort transmission

service.

As shown in Fig. 1, UMTS consists of the Terrestrial Ra-
dio Access Network (UTRAN) and the core network. A User
Equipment (UE) communicates with UTRAN through the

air interface Uu [1] adopting the WCDMA radio access tech-

nology. WCDMA is an interference-constrained radio access

technology. The total bandwidth (i.e., transmission rate) that

can be supported within the coverage area of a Node B is

dependent on the physical factors including power control,

frame error rate, signal to interference ratio, and multi-path

propagation [7]. In this paper, we focus on the Media Access
Control (MAC) layer [1] for the WCDMA system, where

the total transmission rate (that can be supported within the

coverage area of a Node B) is treated as the radio resource.

In WCDMA, the Orthogonal Variable Spreading Factor
(OVSF) [7] technique is used to preserve the orthogonal-

ity among the radio channels for different users. To provide

transmission services with variable rates, physical channels

are assigned the OVSF codes with different Spreading Fac-
tors (SFs). The transmission rate supported by a physical

channel increases with the decreasing of SF of the OVSF

code assigned to the channel. The rule for the generation of

OVSF codes is based on a complete binary tree with h + 1

layers (from Layer 0 to Layer h) as shown in Fig. 2. Each

OVSF code corresponds to a node in the tree, which can be

denoted as Ck,n where k is the layer number (0 ≤ k ≤ h), and

n is the position number in Layer k(1 ≤ n ≤ 2k). The SF of

an OVSF code in Layer k is 2k . Assume that the OVSF code

Ch,n supports transmission rate r bits/s. Typically, the r value

is 8 × 1024, and it may vary according to the network status

(e.g., signal-to-interference ratio). The maximum SF is 512

for downlink transmission in WCDMA [7]. The transmission

rate Rk supported by Ck,n is

Rk = 2h−kr bits/s (1)
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As mentioned previously, the conversational and stream-

ing traffics have the fairly constant characteristics. Thus the

dedicated physical channels are preferred channels to serve

these two kinds of traffics. For the interactive traffic, due to

the burstness characteristics, the shared channel technology

is proposed to serve it, where multiple users may share the

same physical channel, Physical Downlink Shared Channel
(PDSCH). The efficient scheduling of a PDSCH to serve

interactive traffics may increase the system utilization and

the QoS of UMTS. For this issue, a packet scheduling func-

tion is accommodated in the UTRAN [7]. Two approaches,

code division or time division, may be adopted for packet

scheduling as shown in Fig. 3. In the code division man-

ner (see Fig. 3(a)), a PDSCH channel is divided into several

OVSF sub-code channels to simultaneously serve different

users with a lower transmission rate. When the number of

users increases, the transmission rate (that can be allocated

for a single user) decreases. In the time division manner (see

Fig. 3(b)), the PDSCH is assigned to one user at each moment

of time. Thus a user can be served with a high transmission

rate in a short time period.

Since the interactive traffic has the burstness characteris-

tics, lots of packets may arrive in a short period. Thus the

number of packets queued in the buffer increases rapidly in

a short period. In the previously proposed scheduling algo-

rithms [6, 8, 15], the network reassigns OVSF sub-code chan-

nels to the connections according to the number of packets

to be transmitted. The algorithms in [6, 8, 15] relied on the

OVSF sub-code channel approach. In this approach, each

interactive connection is allocated with a dedicated OVSF

sub-code, which behavior is similar to that of the dedicated

channel approach. The difference is that the allocated OVSF

sub-code may change when the traffic of the connection be-

comes bursty, and the complexity of the algorithms in [6, 8,

15] is considered high. Instead, the time division scheduling

approach allocates total transmission rate of a PDSCH to a

connection for a short period, which satisfies the burstness

characteristics of the interactive traffic. Few previous works

conducted complete study on applying the time division ap-

proach for packet scheduling.

Consider the time division approach as shown in Fig. 3(b).

To assign the PDSCH to an interactive connection, an extra

control signaling is required to inform the UE the assign-

ment. Thus, if the time interval reserved for a connection to

use the PDSCH is too short, lots of control signaling will be

introduced. However, if the time interval is too long, other

connections have to wait for a long time to get the service

from the PDSCH. Thus, it is a very important issue to care-

fully schedule the PDSCH to serve different connections in

the time division manner, which significantly affects the ra-

dio resource utilization as well as the QoS of the network. In

this paper, we propose a highly efficient scheduling algorithm

named Shared-Channel Assignment and Scheduling (SCAS)

for PDSCH allocation. In SCAS, the PDSCH is scheduled to

serve different interactive connections periodically. We can

properly set up the time interval within which an interac-

tive connection can be served so that a connection need not

wait for a long time to get service. Furthermore, with “pe-

riodicity”, the control signaling is required only before the

periodicity begins, and thus the number of signaling can be

reduced.

In this paper, we propose a highly efficient scheduling al-

gorithm SCAS with a simple implementation. Three impor-

tant properties of the SCAS algorithm are shown as follows:

(i) SCAS guarantees that the packets of the interactive con-

nections can be delivered with a transmission rate no less than

the requested transmission rate; (ii) any two interactive con-

nections served by the same PDSCH would not be scheduled

for services in the same time intervals; (iii) each PDSCH can

be fully utilized to serve interactive connections, and SCAS

is considered an optimal periodic scheduling algorithm. Fur-

thermore, simulation experiments are conducted to investi-

gate the performance of the SCAS algorithm in terms of the

packet waiting time and channel utilization. In our study,

we compare the channel utilization and average waiting time

performance between our SCAS algorithm and the dedicated
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Fig. 3 The code and time division manners
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channel approach. The simulation results show that the

average waiting time performance of our proposed algorithm

is close to that of the dedicated channel approach, and the

channel utilization of the interactive connection is close to

100%. To clearly compare the complexity of the proposed

SCAS algorithm and that of the algorithms in [6, 8, 15],

we analyze the computation complexity, signaling exchange

overhead, and traffic adaptability. Our analysis shows that the

SCAS algorithm has the lowest computation complexity and

slight signaling exchange overhead with traffic adaptability.

The rest of this paper is organized as follows. Section 2 de-

tails the SCAS algorithm. Section 3 explores the properties

of the SCAS algorithm. In Section 4, we conduct simula-

tion experiments to investigate the performance of the SCAS

algorithm. Section 5 gives a concluding remark.

2. The SCAS algorithm

Figure 4 illustrates the packet scheduler architecture for the

PDSCH with Ck,n . In this figure, there are L interactive con-

nections (labeled with Q1, Q2, . . . , QL ) and several back-

ground connections served by this PDSCH. Each Qi connec-

tion has its own buffer to queue its packets to be transmitted,

and a single buffer is shared by all of the background con-

nections. Let S be the set of the L interactive connections

delivered by Ck,n , which is denoted as

S = {Q1, Q2, . . . ,QL}

Our algorithm periodically reserves the Transmission Time
Intervals (TTIs) [7] to serve the interactive connections,

where a TTI is the basic time interval unit within which the

WCDMA system can serve a connection. The packet trans-

mission for a connection starts at the beginning of a TTI.

The length of a TTI can be 10, 20, 40, or 80 ms [7]. Let D
denote the length of a TTI, and Ti be the time period between

two consecutive TTIs reserved for Qi . The SCAS algorithm

exercises as follows:

The SCAS algorithm consists of two phases: the assign-

ment phase and the scheduling phase. The flowcharts for the

SCAS algorithm are shown in Figs. 5 and 6, which consists of

the assignment phase and the scheduling phase. The assign-

ment phase assigns a PDSCH to the interactive connection

request. When the request of a new interactive connection is

granted, or the transmission for an interactive connection is

completed by a PDSCH, the scheduling phase exercises to

reschedule the transmissions for the connections. The details

of the two phases are given below.

The Assignment Phase: Suppose that the new interactive

connection Q j requests the transmission rate Rq, j bits/s.

As shown in Block 1 of Fig. 5, the network attempts to

allocate Q j the transmission rate

γ j = 2a j r bits/s where a j ∈ {0, 1, 2, 3, . . . ,h} (2)

such that γ j is larger than or equal to Rq, j .

In Block 2 of Fig. 5, we select a PDSCH (served with Ck,n)

to support the Q j connection based on the utilization U
of the PDSCH, which is defined as

U =
∑

Qi ∈S γi

Rk
(3)

The PDSCH satisfying the following two conditions will

be used to serve the Q j connection.

Condition 1. The remaining transmission rate of the PDSCH

is larger or equal to γ j , i.e.,

Rk −
∑
Qi ∈S

γi ≥ γ j (4)

Condition 2. The utilization of the PDSCH (i.e., U =
γ j +

∑
Q j ∈S γi

Rk
) is the largest.

In Block 3 of Fig. 5, if such a PDSCH is available, then this

PDSCH is used to serve the request, and its corresponding

S is updated as

S ← S ∪ {Q j }

Otherwise (i.e., no such PDSCH exists), the request Q j is

rejected.

Scheduler

Background Connection Requests

Buffers for Interactive
Connections A Buffer for Background Connections

1Q

2Q

LQ

nkC ,

Fig. 4 The packet scheduler

architecture

Springer



Wireless Netw (2007) 13:189–202 193

Fig. 5 The flowchart of the assignment phase

Note that if the r value changes due to the change of the

network status, the assignment phase is re-executed to con-

tinue the packet transmission for the Q j connection.

The Scheduling Phase: This phase exercises after a new in-

teractive connection request is granted. The flowchart for

this phase is shown in Fig. 6. Suppose that the PDSCH is

allocated the OVSF code Ck,n and can support a transmis-

sion rate Rk . This phase re-reserves the TTIs for the in-

teractive connections served by this PDSCH. As shown in

Block 1 of Fig. 6, first, the network determines the length

(known as Ti ) of time period between two consecutive

TTIs reserved for Qi as follows:

Ti = D

(
Rk

γi

)
(5)

The network will then periodically reserve the TTIs for

the connection Qi according to its Ti . The “reserve” op-

erations for different connections in S are performed in

the increasing order of Ti to guarantee that the SCAS al-

gorithm would not reserve the same TTIs for any two

interactive connections. This property will be proven in

Theorem 2. We reserve the TTIs for the connections with

smaller Ti first. If tie-breaking occurs (i.e., there exists two

connections with the same the Ti value), the TTIs for the

two connections can be reserved in any order. If the TTI

beginning at t is reserved for the connection Qi , the next

TTI reserved for Qi must be apart from t for Ti (i.e., at

t + Ti ).

In Block 2 of Fig. 6, the packets for Qi are transmitted

in the reserved TTIs. Figure 7 shows an example for the

transmission scheduling of the connections that share the

PDSCH with Ck,n . The time period of the Qi connection

is 4D (i.e., T1 = 4D), and Q1 is scheduled to transmit

packets at the TTIs t0, t4, t12, . . . The time period of the

Q2 connection is 8D (i.e., T2 = 8D), and Q2 is scheduled

to transmit packets at the TTIs t1, t9, t17, . . .

When there are packets for the background connections

to be transmitted, the SCAS algorithm schedules them

to be transmitted in two kinds of TTIs: (i) the TTIs that

are not reserved to serve any interactive connection, or

(ii) the TTIs that have been reserved for an interactive

connection Qi but are idle (i.e., no packets for Qi to be

transmitted). As shown in Fig. 7, the TTIs, e.g., t2, t3,

and t5, can be scheduled to serve background connections.

Note that in this example, the TTI t8 can be scheduled to

serve a background connection when Q1 has no packets

to be delivered.

In Block 3 of Fig. 6, the network checks it any new interac-

tive connection is granted to be served with this PDSCH.

If so, the PDSCH is rescheduled. Otherwise, the network

transmits the packets in the next TTI.

3. The properties of the SCAS algorithm

In this section, we explore important properties of the SCAS

algorithm. We formally prove that� the SCAS algorithm guarantees that packets of the interac-

tive connections can be delivered with a transmission rate

no less than the requested transmission rate,
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Fig. 6 The flowchart of the scheduling phase

� any two interactive connections served by the same

PDSCH would not be scheduled to be transmitted in the

same TTIs (i.e., no collision occurs), and� each PDSCH can be fully utilized to serve the interactive

connections, and SCAS is considered an optimal periodic

scheduling algorithm.

As shown in Fig. 8, the packet service connection for an

interactive application contains one or several bursty periods,

which is known as the ETSI packet data model [5]. The

bursty period constitutes a bursty sequence of packets. Hence,

within a bursty period, there are packets in the buffer to be

transmitted.

Let V be the total number of bits in a bursty period, and Tt

be the time difference between the transmission of the first

and last bits generated within the bursty period. Define the

average transmission rate Ra in the bursty period as

Ra = V

Tt

time

transmission rate

. . .

kR

1t 3t 5t 9t 10t 11t 12t 13t 14t 15t 16t 17t 18t
. . .

DT 41 =

DT 82 =

1Q 2Q 1Q 2Q1Q 1Q 1Q 2Q

1Q: There is a packet for     being transmitted. 

: There is a packet for     being transmitted. 2Q

7t0t 2t 4t 8t 19t 20t 21t

1Q

D

a TTI

6t

Fig. 7 An example for

scheduled connections sharing

the PDSCH with Ck,n
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In Theorem 1, we show that by using the SCAS algorithm,

in the bursty periods, the packets of the served interactive

connection Qi can be transmitted with rate Ra no less than

the requested transmission rate γi .

Theorem 1. Suppose that by using (4), the SCAS algorithm
assigns the PDSCH with Ck,n (supporting transmission rate
Rk) to the interactive connection Qi (that requests transmis-
sion rate γi ), and by using (5), SCAS periodically transmits
the packets for Qi . Then during any bursty period Xi, j of the
connection Qi , Ra is larger than or equal to γi

Proof: Assume that the total volume of data to be delivered

in a bursty period is V bits. By using PDSCH with trans-

mission rate Rk , there are DRk bits that can be delivered in

each TTI reserved for Qi . The number N of TTIs required to

deliver the packets in the bursty period is

N =
⌈

V

DRk

⌉

Based on (5), Ti is equal to DRk
γi

or γi is equal to DRk
Ti

. There-

fore, the average transmission rate over any integral number

of such periods (i.e., Ti ) will remain equal to γi . Among the

N TTIs, the last TTI may not be fully utilized to transmit

the packet data for Qi . Considering the incomplete part of

the last TTI, the transmission rate is Rk , which is always

larger than or equal to γi . Thus, we have that the packets of

the served interactive connection Qi can be transmitted with

rate Ra no less than the requested transmission rate γi in the

bursty periods. �

Because SCAS periodically reserves TTIs to serve differ-

ent interactive connections, one may question whether a TTI

is reserved for more than one connection, and thus collision

occurs. In the following, we will prove that such event would

not occur in SCAS.

Lemma 1. Suppose that the TTIs in a PDSCH are sequen-
tially labelled by t0, t1, t2, t3, . . . Let tx be the first TTI re-
served for the connection Qi . Then the number x is less
than Ti

D .

Proof: The proof is completed by contradiction. Suppose

that tx be the first TTI reserved for the Qi connection. Let

z = Ti
D . Assume that x ≥ z. In SCAS, the TTIs are reserved in

the increasing order of the calculated time period. Since tx is

the first TTI for Qi , and x is larger than or equal to z (i.e., x ≥
z), we know that the TTIs whose indexes are less than z (i.e.,

t0, t1, . . . , and tz−1) are already reserved for other interactive

connections. Without loss of generality, we denote these in-

teractive connections as Q0, Q1, Q2, Q3, . . . , Qz−1, and let

S′ be the set of Q0, Q1, Q2, Q3, . . . , and Qz−1, i.e., S′ =
{Q0, Q1, Q2, Q3, . . . , Qz−1}. Suppose that the time periods

for Q0, Q1, Q2, Q3, . . . , and Qz−1 are T0, T1, T2, T3, . . . ,

and Tz−1, respectively. Then, T0, T1, T2, T3, . . . , and Tz−1

must be less than or equal to Ti . From (1), (2), and (5), the

time period Tj for any interactive connection Q j can be pre-

sented by 2h−k−a j D where h − k − a j is an integer. Then for

any connection Q j in S′, the following relationship with Qi

holds:

Ti = 2bj Tj where 0 ≤ j ≤ z and b j ≥ 0 (6)

In the SCAS algorithm, the TTIs for the interactive connec-

tion Q j are reserved in every Tj period. That is, the TTIs,

t j , t T j
D + j

, t 2T j
D + j

, t 3Tj
D + j

, . . . are reserved for the Q j connec-

tion. Thus, we have that for m ≥ 0, the TTIs

t mT0
D

, t mT1
D +1

, t mT2
D +2

, t mT3
D +3

, . . . ,

and t mTz−1
D +z−1

are reserved for Q0, Q1, Q2, Q3, . . . , Qz−1, respectively.

Also, we have that for m ≥ 0, the TTIs

t(2b
0mT0)/D, t(2b

1mT1)/D+1, t(2b2mT2)/D+2, t(2b
3mT3)/D+3, . . . ,

and t(2b
z−1mTz−1)/D+z−1 (7)

are reserved for Q0, Q1, Q2, Q3, . . . , Qz−1, respectively. By

applying (6) into (7), we have that for m ≥ 0, the TTIs

tmz, tmz+1, tmz+2, tmz+3 . . . , and tmz+z−1 (8)

are reserved for Q0, Q1, Q2, Q3, . . . , Qz−1, respectively.

Thus, by (8) all TTIs in this PDSCH are reserved to serve the

connections in S′ which does not include Qi . This contradicts
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the assignment rule (4), since the Qi connection is also served

by this PDSCH. Thus we have that x is less than Ti
D . �

Theorem 2. Consider any two connections Qi and Q j (re-
questing the transmission rates γi and γ j , respectively)
served by the PDSCH with Ck,n. The SCAS algorithm would
not reserve the same TTIs for Qi and Q j .

Proof: From (5), we have the lengths Ti and Tj between two

consecutive TTIs reserved for Qi and Q j as follows.

Ti = D

(
Rk

γi

)
and Tj = D

(
Rk

γ j

)
(9)

Suppose that the TTIs in the PDSCH are sequentially labelled

by t0, t1, t2, t3, . . . Without loss of generality, we assume that

the TTIs reserved for Qi and Q j are tx+0(Tj /D) and ty+p(Tj /D).

tx and ty are the first TTIs reserved to serve Qi and Q j , and

o and p are any of positive integers. Since tx and ty are the

first TTIs reserved for Qi and Q j , by Lemma 1, we have that

x is less than Ti/D and y is less than Tj/D. We complete the

proof by considering the relationship between the requested

transmission rates γi and γ j in the following two cases:

Case I. γi = γ j , i.e., the two connections request the same

transmission rate. Since γi = γ j , from (9), we have that

Ti is equal to Tj . The all indexes of the TTIs (reserved

for Qi and Q j ) have the following relationship. For any

o and p ∈ positive integers,

[x + o(Ti/D)] − [y + p(Tj/D)]

= (x − y) + [o(Ti/D) − p(Tj/D)] (10)

As described in the Scheduling phase of SCAS, the TTIs

for these two connections can be scheduled to be served

in any order for the first transmission since γi = γ j (i.e.,

tie-breaking occurs). Hence, x is no equal to y. Since

x > Ti/D, y < Tj/D, and Ti/D = Tj/D

we have

x − y < Ti/D and (x − y) + (o − p)(Ti/D) 
= 0

Thus

[x + o(Ti/D)] − [y + p(Tj/D)] 
= 0

or

x + o(Ti/D) 
= y + p(Tj/D)

Thus in this case, no TTIs are reserved for both Qi and

Q j at the same time.

Case II. γi 
= γ j , i.e., the two connections request different

transmission rates. Without loss of generality, we sup-

pose that γi is less than γ j . Then from (9), the following

inequality holds:

Ti > Tj (11)

From (1) and (2), we know that Rk, γi , and γ j are powers

of 2. Then, by using (4), we have that γi and γ j are less

than Rk . According to (9), we can rewrite Ti and Tj as

follows.

Ti = 2ai D and Tj = 2a j D where ai > a j

or

Ti = 2bTj where b = ai − a j (12)

Consider all indexes of the TTIs (reserved to serve Qi and

Q j ), which are

x + o(Ti/D) for Qi and y + p(Tj/D) for Q j

where o and p are positive integers. As described in the

scheduling phase in the SCAS algorithm, since γi < γ j ,

the TTIs for Q j would be reserved before the TTIs for Qi

are reserved. Hence we have that

x > y (13)

and

x 
= y + p(Tj/D) or x − [y + p(t j/D)] 
= 0

(14)

From (13), for any negative integer p′, the following in-

equality holds.

x > y > y + p′(Tj/D)

Thus,

x 
= y + p′(Tj/D) or x − [y + p′(t j/D)] 
= 0 (15)

The all indexes of the TTIs reserved for Qi and that for

Q j have the following relationship. By using (12), i.e.,

Ti = 2bTj , for all o and p ∈ positive integers, we have

[x + o(Ti/D)] − [y + p(Tj/D)]

= x − [y + (p − o2b)(Tj/D)] (16)
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By using (14) and (15), from (16), we obtain the following

inequality.

[x + o(Ti/D)] − [y + p(Tj/D)] 
= 0 (17)

Hence, the statement “no TTIs are reserved for both Qi

and Q j ” holds in this case.

The above two cases complete the proof.

�

In [14], Liu and Layland have shown that for any periodic

scheduling algorithm, to enure that no collision occurs, the

bandwidth utilization U is bounded by n(21/n − 1), i.e.,

U ≤ n(21/n − 1)

where n is the number of connections. For a large n, n(21/n −
1) approximates to ln 2. In UMTS, the requested transmission

rate γi of a connection is 2ai r bits/s (i.e., γi = 2ai r bits/s)

where ai is a non-negative integer, and ai is no less than 0

and no larger than h. This releases the bandwidth utilization

bound in [14]. With the release, our SCAS algorithm can

fully utilize a PDSCH (i.e., U can be achieved 100%) to

serve interactive connections, and thus the SCAS algorithm

is considered an optimal periodic scheduling algorithm. In

the following corollary, we show this property of the SCAS

algorithm.

Corollary 1. Consider a PDSCH with the OVSF code Ck,n,
which supports the transmission rate Rk. The SCAS algo-
rithm can fully utilizes the PDSCH to serve interactive con-
nections (i.e., U ≤ 100%), and no collision occurs.

Proof: Suppose that there are L interactive connections

served by the PDSCH. From Theorem 2, if the total requested

transmission rate for the L interactive connections is no larger

than Rk , that is,

L∑
i=1

γi ≤ Rk (18)

then SCAS can serve these connections without collisions.

From (18) and (3), we have that

U =
∑L

i=1 γi

Rk
≤ 100% (19)

Hence we have U ≤ 100%, and U = 100% occurs when

L∑
i=1

γi = Rk

�

4. Performance evaluation

In this section, we conduct simulation experiments to inves-

tigate the performance of the SCAS algorithm. Then, we an-

alyze the computation complexity, signaling exchange over-

head, and traffic adaptability for the SCAS algorithm and the

algorithms in the previous studies.

4.1. The performance of SCAS

This subsection examines the following two issues for the

SCAS algorithm.

Issue 1. As pointed out in the proof for Theorem 1, in

a bursty period, the last TTI may not be fully utilized

to serve an interactive connection. Obviously, this phe-

nomenon is closely related to the length of a TTI D.

That is, as D increases, the utilization of TTIs used to

transmit packets for Qi may decrease.

Issue 2. In the assignment phase (i.e., Rk − ∑
Qi∈S γi ≥

γn; see (4)), the selection of a PDSCH that will serve the

Qi connection may affect the time period Ti (i.e., Ti =
D(Rk/γi ); see (5)) between two TTIs for Qi . From

(5), it is obvious that as the rate (i.e., Rk) supported

by the selected PDSCH is larger, a larger value of Ti is

required for the transmissions of Qi . This may increase

the waiting time of a buffered packet of Qi .

If an interactive connection Qi is served by a dedicated phys-

ical channel (supporting the transmission rate Rd no less than

the requested transmission rate γi ), the packets for Qi may

have shorter waiting times than that served by a PDSCH.

However, poor channel utilization may be incurred due to

the bursty traffic characteristic of the interactive connec-

tion. In this paper, we conducts simulation experiments to

compare the performances of the SCAS algorithm and the

dedicated physical channel approach in terms of the wait-

ing time and channel utilization. To simplify our descrip-

tion, we use “DCA” to denote the dedicated physical channel

approach.

The simulation technology, the discrete event-driven ap-

proach, is used in our study, which has been used in

many mobile network studies [9, 10, 13]. In the simula-

tion model, we define two types of events, the Packet-Arrival

and Schedule Trans events, to represent a packet arrival

and data transmission for an interactive connection, re-

spectively. The events are inserted into an event list, and

are deleted/processed from the event list in non-decreasing

timestamp order. A simulation clock is maintained to indicate

the progress of the simulation. In each experiment, more than

100,000 incoming packet arrivals are simulated to ensure that

the results are stable.
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As mentioned in Section 2, the packet transmission for

a connection starts at the beginning of a TTI in WCDMA.

From the scheduling phase of SCAS, we know that when

a TTI (reserved for an interactive connection) is not used

to transmit the packets for the interactive connection, this

TTI can be used to serve the background connections. Based

on our simulation experiments, we calculate the utilization

Ui (SCAS) for the TTIs scheduled to transmit the packets for

an interactive connection in the SCAS algorithm by using

Ui (SCAS) =∑
(actual time spent in the TTIs used to transmit packets for Qi )∑
(the length of the TTIs scheduled to transmit packets for Qi )

(20)

On the other hand, in DCA, all TTIs of a dedicated physical

channel are reserved for an interactive connection Qi . If a

TTI is not used to transmit the packets for an interactive

connection, this TTI cannot be utilized to serve the other

connections (i.e., the other interactive and background con-

nections). Therefore, we measure the utilization Ui (DCA)

for the TTIs reserved to transmit the packets for an interactive

connection in DCA by using the following equation

Ui (DCA) =∑
(actual time spent in the TTIs used to transmit packets for Qi )∑

(the length of all TTIs reserved for Qi )

(21)

Letw j denote the period between the time when the jth packet

of Qi arrives and the time when the jth packet begins being

transmitted, and ni be the total number of packets of Qi to

be transmitted. In either SCAS or DCA, we can have the

average waiting time Wi for a packet of Qi in the buffer as

follows:

Wi =
∑ni

j=1 w j

ni
(22)

The traffic model used in our study is described as fol-

lows. We assume that the times between any two consecutive

packet arrivals of Qi form a Pareto distribution. The Pareto

distribution is widely used to approximate the WWW packet

traffic very well [3, 4]. In the study [6], the Pareto assumption

has also been adopted to investigate the performance for the

dynamic code assignment algorithm for WCDMA shared

channel approach. The Pareto distribution has the density

function

f p(t) =
(

β

l

) (
l

t

)β+1

(23)

and the expected value

E[t] =
(

β

β − l

)
l (24)

where β describes the “heaviness” of the tail of the distri-

bution. If β is between 1 and 2, then the variance for the

distribution becomes infinity. Once a suitable value for β is

selected to describe the traffic characteristics, then l can be

determined by using (24). In this study, we assume that the

mean for the packet inter-arrival times of Qi is E[t] = 1/λi ,

and we select β = 1.21 as that used in [6]. By substituting

β = 1.21 and E[t] = 1/λi into (24), we have l = 2l
121λi

. Sup-

pose that the sizes for the packets of the Qi connection are

Exponentially distributed with mean 1/μi , [12]. If the phys-

ical channel with transmission rate Rk is allocated to serve

Qi , then the times required to deliver each packet of Qi also

form the Exponential distribution with mean 1/(Rkμi ). In

our study, we simulate that an interactive connection Qi re-

quests transmission rate γi equal to 8r bits/s (where r is equal

to 8 × 1024) for packet delivery. Following the traffic model

in [4, 15], the mean 1/μi of the size of each packet is set to

500 bytes.

In the following, we study the effects of λi , D, and Rk on

SCAS algorithm in terms of the Ui and Wi performances. We

compare the performances of the SCAS and DCA (where the

dedicated channel can support the transmission rate Rd equal

to 8r bits/s.

Effects of λi . Figure 9 plots the Ui and Wi values against λi

for the SCAS algorithm for different D setups (i.e., D = 10

ms, D = 20 ms, D = 20 ms, D = 40 ms, and D = 80 ms;

see the solid lines), where packet arrival rate λi ranges

from 1/sec to 9/sec. Figure 9(a) shows that as λi increases,

the better Ui performance is observed. This reflects that

as the packet traffic becomes large, the TTIs reserved to

serve the Qi connection are more likely to be occupied,

and thus better channel utilization is observed. As shown

in Fig. 9(b), Wi is an increasing function of λi for the

SCAS algorithm. This is due to that as λi increases, more

packets arrive in a short time period, and these packets

compete for the transmission services. Hence, the packets

spend more time waiting in the buffer of Qi .

Effects of D. In Fig. 9, we also observe that as the length of a

TTI (i.e., D) decreases, the better Ui and Wi performances

can be achieved. As D increases, the number of bits that can

be delivered in a TTI increases, and it is more likely that the

last TTI (used to transmit the packets in a bursty period)

cannot be fully utilized. The phenomenon shown in this

figure supports the statement in Issue 1 properly. For the

Wi performance, as D becomes large, the Ti between two

consecutive TTIs reserved for Qi gets larger (as pointed

out in Issue 2). Thus, when a packet of Qi arrives, it is
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Fig. 9 Effects of λi and D(Rk = 32r bits/s, γi = 8r bits/s, 1/μi = 500

bytes)

likely to spent more time waiting transmission service. To

conclude, in our SCAS algorithm, the length of a TTI is

preferred to be set small, and better system performance

can be achieved.
Effects of Rk . In the assignment phase of SCAS, one of the

PDSCHs (supporting different transmission rate Rk) may

be selected to serve Qi (see (4)). In Fig. 10, we study

the effects of the transmission rate Rk of the PDSCH se-

lected to serve the Qi connection on the Ui and Wi perfor-

mance for SCAS (see solid lines), where Rk = 8r bits/s,

16r bits/s, 32r bits/s, or 64r bits/s, D = 10 ms, γi = 8r
bits/s, and 1/μi = 500 bytes. Figure 10(a) indicates that

as Rk is smaller, the Ui performance improves. The num-

ber of bits that can be transmitted in a TTI is DRk . Hence

as Rk increases, there are more bits that can be delivered

in a TTI, and it is more likely that the system does not

fully utilize the last TTI to transmit the packets in a bursty

period. As shown in Fig. 10 (b), the Wi performance de-

creases lightly as Rk increases. From (5), it is clear that Ti

is proportioned to Rk . Hence a larger Rk implies a longer

Ti , and the packet is likely to spend more time waiting

in the buffer for service. To summarize, in the assignment

phase of the SCAS algorithm, we prefer to select a PDSCH

which transmission rate is closer to the requested trans-

mission rate γi so that system performs more efficiently.

Fig. 10 Effects of Rk (D = 10 ms, γi = 8r bits/s, 1/μi = 500 bytes)

Comparison between SCAS and DCA. As mentioned pre-

viously, the system with DCA may have shorter waiting

time but poor channel utilization than that with SCAS.

In this study, we also run the simulation experiments for

DCA, where the dedicated physical channel supporting

transmission rate Rd equal to 8r bits/s is used to serve

the Qi connection with a requested transmission rate γi

equal to 8r bits/s. Compare the solid lines (for SCAS) and

the dashed lines (for DCA) shown in Figs. 9 and 10. We

observe that when D is small (i.e. D = 10 ms), the SCAS

significantly outperforms DCA in terms of the channel uti-

lization Ui by slightly introducing waiting time Wi . This

observation supports that the SCAS algorithm is preferred

to be adopted to serve the interactive connections for better

system utilization without decreasing Qos.

4.2. Comparison among the SCAS, CDGPS, CBA, and

DOCA algorithms

In this subsection, to see the advantages of the proposed

SCAS algorithm over the previously proposed algorithms,

CDGPS [15], CBA [8], and DOCA [6], this subsection ana-

lyzes the computation complexity Tc introduced in each TTI

of a shared channel, the number Ns of signaling exchanges

for a connection, and traffic adaptability.
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Table 1 Comparison among SCAS, CDGPS, CBA, and DOCA

Algorithms CDGPS CBA DOCA SCAS

Tc �(nc) �(nc) �(nc,h) 1 or 2

Ns �(nTTI) �(nTTI) �(nbp) �(nbp)

Traffic adapt- High High Low Low

ability

In Table 1, we list the comparison results. We first analyze

the computation complexity Tc for the four algorithms. In

CDGPS [15], the connections of different users are assigned

different weights. The code division operation is performed

at the beginning of each time slot (i.e., TTI) based on the

weights of the served connections and the volume of data

currently queued in the buffer. Let nc denote the number of

connections currently served by a shared channel. We have

the computation complexity Tc for CDGPS as Tc(CDGPS)

= �(nc). In CBA [8], the connection is initially assigned

a leaf OVSF sub-code channel (i.e., the channel supporting

the lowest transmission rate) of a PDSCH. When the data

traffic for this connection becomes bursty, the network re-

assigns the connection an ancestor code of the leaf code,

which supports a higher transmission rate. In other words,

the number of code reassignment operations is dependent on

the number of currently served connections. The computa-

tion complexity for CBA can be represented as Tc(CBA) =
�(nc). In DOCA [6], connections are classified as high QoS
connections and best-effort connections. The transmission

rate reserved for the high QoS connections is dynamically

changed according to its burstness. When the traffic for the

high QoS connection becomes bursty, the code reassignment

operation is performed to allocate an OVSF code supporting

its peak transmission rate. In most of time, an OVSF code

with lower transmission rate is reserved to serve the high

QoS connection. Let nc,h denote the number of high QoS

connections currently served by a PDSCH. Then we have the

computation complexity for DOCA as Tc(DOCA) =�(nc,h).

In the proposed SCAS algorithm, each TTI of a PDSCH is

reserved for a specific interactive connection. When there is

no packets (for the connection) to be delivered, the TTI is

used to deliver the packets of the background connections.

Thus, in SCAS, only one or two “check” operations (that is,

one is for the buffer of the interactive connection and the

other is for the buffer of the background connection) are re-

quired in each TTI. Thus, the complexity Tc for SCAS is

Tc(SCAS) = 2, which is a constant number. Among the four

algorithms, the SCAS algorithm has the lowest computation

complexity.

For the signaling exchange overhead, in CDGPS [15] and

CBA [8], the OVSF sub-codes may be reallocated to the con-

nections at the beginning of each TTI. If the OVSF sub-codes

are changed, the network has to exchange signaling with the

UE to notify this change. Let nTTI denote the number of TTIs

in a PDSCH used to serve a connection. With CDGPS and

CBA, the number of signaling exchanges required for a con-

nection can be represented as Ns (CDGPS) = Ns(CBA) =
�(nTTI). In DOCA [6], the code reassignment operation may

be performed at the beginning of a bursty period of a connec-

tion. At this moment, the signaling exchanges are required to

inform the UE. Let nbp denote the number of bursty periods

of a connection. Thus, with DOCA, the number of signal-

ing exchanges required for a connection is Ns(DOCA) =
�(nbp). In SCAS, the TTIs are reserved to serve the inter-

active connection in the bursty periods of the connection. In

the non-bursty periods, the TTIs are used to serve the back-

ground connections. The signaling exchanges between the

network and the UEs are required in the end of every bursty

period of a connection. We have the number Ns for SCAS

as Ns(SCAS) = �(nbp). The SCAS has the same signal-

ing exchange overhead as that of DOCA. Since nT T I > nbp,

SCAS and DOCA outperform CDGPS and CBA in terms of

signaling exchange overhead.

Finally, we compare the traffic adaptability. Define traffic

adaptability as that the allocated radio resource for a con-

nection can serve other connections while the served con-

nection has no packets to be transmitted. The traffic adapt-

ability is high if the allocated radio resource for a connec-

tion can serve all types of connections (including interac-

tive and background connections in this paper). On the other

hand, the traffic adaptability is low if the allocated radio re-

source can only serve different type of connections. In both

CDGPS and CBA, the OVSF sub-code can be rescheduled

to serve other connections (including interactive and back-

ground connections) when a connection has no packets to be

delivered. The traffic adaptability of both CDGPS and CBA

is high. In DOCA, different OVSF codes may be used to

serve the high QoS connections when the traffic for the con-

nections is changed. When the traffic load is below a thresh-

old, the OVSF sub-codes are scheduled to serve best-effort

connections. The traffic adaptability of DOCA is considered

low. In SCAS, when there are no packets (for an interactive

connection) to be delivered, the reserved TTIs for the connec-

tion can be scheduled to serve the background connections.

The traffic adaptability of SCAS is low. In terms of traffic

adaptability, the CDGPS and CBA outperform our SCAS

algorithm.

To summarize, among the four algorithms, our proposed

SCAS algorithm has the lowest computation complexity and

slight signaling exchange overhead with traffic adaptabil-

ity. Except the traffic adaptability, SCAS has better per-

formance than that of CDGPS, CBA, and DOCA in other

aspects.
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5. Concluding remarks

The UMTS provides wideband and high-speed wireless

transmission services with high and variable rates for mobile

users. In UMTS, four classes of traffics are identified, which

are conversational, streaming, interactive, and background

traffics. To efficiently utilize radio resource, the shared radio

channel, PDSCH, is proposed to serve the interactive and

background connections. This paper proposed a highly effi-

cient time-division-based algorithm named “Shared Channel

Assignment and Scheduling” (SCAS) with an extremely sim-

ple run-time implementation to schedule a PDSCH to serve

different interactive connections, which is an optimal peri-

odic scheduling algorithm. We formally showed the follow-

ing three properties of the SCAS algorithm: Our algorithm

guarantees that the packets of the interactive connections can

be transmitted with a transmission rate no less than the re-

quested transmission rate. Any two interactive connections

served by the same PDSCH are not scheduled for service at

the same time. The PDSCH can be fully utilized to serve the

interactive connections.

Simulation experiments were conducted to investigate the

performance of the SCAS algorithm. Our study indicated

that to optimize the performance of the SCAS algorithm, we

should set the length of a TTI small, and select a PDSCH

(that supports the transmission rate closer to the requested

transmission rate of an interactive connection Qi ) to serve

Qi . Furthermore, the SCAS algorithm significantly outper-

forms the dedicated physical channel approach in terms of the

channel utilization with slightly increasing average waiting

time.
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