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Abstract—The performance of a flexible manufacturing system
(FMS) depends on the equipment efficiency and process control. In
order to increase the equipment efficiency, the failure mode anal-
ysis and fault diagnosis can be used to reduce the frequency of
unexpected breakdowns of machines. In addition, the statistical
process control (SPC) can be used for adjusting the process pa-
rameters to eliminate process variations. In this paper, a colored
timed Petri net (CTPN) is used to model the process behavior of
an FMS. In addition, the CTPN-based SPC, fault diagnosis, and
failure model and effect analysis are modeled and analyzed indi-
vidually. Especially, all of the modular models are integrated and
linked based on the CTPN. Due to the unified CTPN modeling,
the information of each modular model in the entire system can
be exchanged and integrated directly and efficiently. Finally, the
entire CTPN FMS models are implemented using G2 real-time ex-
pert system. Consequently, the proposed CTPN-based simulator
can be acted as a real-time FMS monitor and controller through
the G2 standard interface.

Index Terms—CTPN, fault diagnosis, FMEA, FMS, SPC.

I. INTRODUCTION

T HIS PAPER proposes the failure modeling and process
monitoring for a flexible manufacturing system (FMS)

using a colored timed Petri net (CTPN). Such an approach
aims to integrate necessary components for an FMS together
using a unified modeling methodology. The process status and
data can be generated from the CTPN real-time simulator, and
they can be analyzed to improve system performance using
the statistical process control (SPC), failure model and effect
analysis (FMEA), and fault diagnosis.

Petri nets (PN’s) [4], [21] can model the concurrent and asyn-
chronous components in systems using graphical and mathe-
matical methodologies. Initially, it is used to discuss the com-
munication between the asynchronous components of a com-
puter system. Several literatures used the traditional PN or mod-
ified PN to model an FMS. Among these, Zhouet al. [25] pre-
sented a flexible manufacturing cell construction using a PN
mathematical model. Jeng [12] proposed a PN synthesis theory
for modeling FMS’s. Abdallahet al. [1] proposed an efficient
search algorithm for deadlock-free scheduling in an FMS using
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a PN. Zhouet al. [27] used the PN to generate the optimal con-
trol policy for flexible manufacturing cells. Huet al. [6] used
a generalized stochastic PN to model and analyze an FMS for
scheduling and control decision support system applications.
Hence, a PN is selected in this paper to model the FMS. Since
the behaviors of the FMS are very complex, the operation time
and resource color attributes are critical for analysis. The time
attribute characterizes the efficiency of the equipment. The re-
source attribute (color set) characterizes different types of prod-
ucts and machines. Hence, a CTPN [14]–[17] was developed
based on the traditional PN, adding the time property and color
attribute. In addition, the proposed CTPN is designed in a mod-
ular, object-oriented, and hierarchical configuration.

The reliability of the automated equipment influences the per-
formance of the FMS directly. However, highly reliable devices
cost much more. Correct and rapid fault diagnosis can reduce the
mean time to repair (MTTR) and improve the efficiency of the
equipment. On the other hand, the SPC can be used to identify
the cause defects for eliminating process variations. Especially,
the breakdown of machines and out-of-control process affect the
dispatching system since some resources are not available for a
period of time. The components in an FMS are intercorrelated
and interdisturbed dynamically. They must be modeled and an-
alyzed using a consistent methodology to ease the coupling ef-
fects. Hence, the integrated modeling approach of SPC, FMEA,
fault-diagnosis, dispatching, and process models using CTPN’s
is required.

In this paper, the activities in an FMS are imbedded in multi-
level structures [14]–[17], that is, production, process, cell, and
machine levels. The proposed hierarchical structure was devel-
oped from the layered architecture for factory coordination (FC)
and production activity control (PAC) proposed by [3]. Finally,
the proposed CTPN models are applied to an FMS at the Man-
ufacturing Automation Technology Research Center (MATRC)
of National Taiwan University. In addition, the proposed FMS
simulator is developed on a real-time and object-oriented expert
system G21 [5]. GSI (G2 standard interface) and GFI (G2 file
interface) are used concurrently.

II. FMS’S AND MODELING

A. FMS’s

An FMS [14] consists of a number of systems, such as
process actions, material handling devices, material storage,

1G2 is developed by Gensym Corporation, Cambridge, MA 02140 USA. It is
a real-time and object-oriented expert system.
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Fig. 1. Hierarchical structure of the FMS.

control units, inspection stations, and gauging stations. The ma-
terial flows among the flexible manufacturing cells, machines,
and equipment are often connected through an automated
material handling system. Production control messages, in-
cluding process information, product information, and control
commands are routed via a communication system. The com-
munication system is composed of computers, control units,
and a local area network [14], [22]. The FMS can manufacture
mixed products in variable and small batch sizes. In addition,
the flexible route, process, machine, etc., meet fast transition
of customer requirements and deliver the products in a timely
fashion. Hence, an FMS has the ability to cope with rapid
market and demand changes.

In this paper, the FMS is decomposed into the following four
levels [14]–[17]: production level, process level, cell level, and
machine level, as shown in Fig. 1. This architecture is devel-
oped based on a layered architecture for FC and PAC proposed
in [3]. This control architecture is similar to the National In-
stitute of Standards and Technology (National Bureau of Stan-
dards)—Automated Manufacturing Research Facility (CIM ar-
chitecture). In addition, the International Standard Organization
(ISO) provides a reference model (ISO, 1984 [11]) for the trans-
formation between different architectures. The production level
is the highest level in an FMS and manages the FMS opera-
tions. It includes the master production schedule, system re-
source management, databases, maintenance, and system per-
formance measurement. The process level coordinates and con-
trols all cells in the FMS, for example, the real-time scheduling
(dispatching) system. The cell level is the manufacturing cell
level below the process level. Finally, the machine level may be
composed of machining devices, inspection devices, and mate-
rial handling equipment, such as conveyors, machining centers,
lathe machines, milling machines, inspection centers, robots,
and automatically guided vehicles (AGV’s).

In addition, the dispatching of an FMS is critical. In this
research, 13 rules [14] are used. The dispatching rules can be
based on either workpieces or machines. The rules based on
workpiece characteristics are as follows: 1) first come first
served; 2) shortest processing time (SPT); 3) weighted SPT;
4) shortest remaining processing time; 5) longest remaining

processing time; 6) fewest operation remaining time; 7) largest
operation remaining time; and (8) earliest due date. On the
other hand, the rules based on machine characteristics are as
follows: 1) shortest operation time with alternative considered;
2) earliest starting time with alternative considered (ESTA);
3) longest idle time with alternative considered (LITA); 4) ear-
liest finishing time with alternative considered; 5) LITA+ESTA
(combination of LITA and ESTA).

B. CTPN

A CTPN is a type of PN. The color attributes [4], [9],
[14]–[17] manage large systems that have many similar
or redundant logical structures. The time attribute [4],
[14]–[17] allows various time-based performance mea-
sures to be conducted in the system model. A time-delay
can be assigned to either places or transitions to model
the time elements in a system. A CTPN is tentuple,

, where
is a set of timed places, is a set of timed transitions,
is a set of immediate places, is a set of immediate

transitions, is a set of communication places, is a set of
macro transitions, is a set of directed arcs, is a set of
inhibitor arcs, is a set of interrupt arcs, is the color set
of transitions and places. The detailed definitions, properties,
and enabled conditions of the CTPN can be referred to [14].
Briefly, the components of the CTPN are described below.

The immediate places describe the conditions or properties
(without time factor) of resources. The timed places describe
the time properties of resources. The communication places
describe the communication packages in a CTPN. The com-
munication and interface between the macro transitions are
conducted through four types of communication places. The
pitch-down and catch-down places are applied to higher level
modules; the pitch-up and catch-up places are for lower level
modules. The higher level modules use pitch-down places to
send (or pitch) tokens to lower level modules. The catch-down
place is used to receive (or catch) tokens from lower level
modules. Similarly, the lower level modules use the pitch-up
places to send tokens to the higher level modules. The catch-up
place catches tokens from the higher level modules [14].

The immediate transitions describe the behaviors or events
(without time factor) of resources. The timed transitions
describe the time properties of resources. The macro transitions
are often used to formalize a modular design [18], [24]. A
macro transition is the combination of a series of transitions,
places, and arcs. The interconnection between different levels is
achieved by communication places. Based on macro transitions
and communication places, a hierarchical and modular model
of the FMS can be constructed. The directed arc connects a
place to a transition, or vice versa. A place connected with an
inhibitor arc is called an inhibitor place. When an inhibitor
place contains the same color token as the output transition,
the output transition is inhibited to fire. Similarly, a place con-
nected with an interrupt arc is called an interrupt place. When
an interrupt place contains the same color token as the output
transition, the firing of the output transition is interrupted and
further inhibited. For an immediate transition, the interrupt and
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Fig. 2. Icon definition of CTPN graph.

the inhibitor arcs behave the same. For a timed transition, if the
timed transition is firing and the interrupt place has the same
color, then it interrupts the firing of this transition and returns
the color token to the input place(s) [14]. The icon definition of
CTPN is shown in Fig. 2. These elements are further elaborated
as follows [14].

1) Place: is a finite set of places,
, including immediate places, timed places, and

communication places. Notice that the immediate places
describe the conditions or properties (without time factor)
of resources. The timed places describe the time proper-
ties of resources. The communication places describe the
communication packages in a CTPN.

2) Transition: is a finite set of tran-
sitions, , including immediate transitions, timed
transitions, and macro transitions. Notice that the imme-
diate transitions describe the behaviors or events (without
time factor) of resources. The timed transitions describe
the time properties of resources.

3) Color: and represent the color sets of
places in and transitions in

where and are nonnegative integers, and are
colors of places and transitions, and denotes the car-
dinality.

4) Input, output, inhibitor, and interrupt functions:
, is an input

function. It describes the mapping relation from the
transition with color to the place with color
, where is an nonnegative integer. Similarly,

, is an output
function. , is
an inhibitor function.

, is an interrupt function.
5) Marking: , has el-

ements. is an vector defined as
, where is the number of

tokens of colors at this instant; is the total number
of colors in place ; denotes the number of
tokens of colors in place ; is the initial marking.

6) Conditions of enabling and firing: The transitionis en-
abled with respect to the color if

After the transition is fired, two outcomes could appear.
For an immediate transition, the new markingbecomes

For a timed transition, the temporary marking is

After the delay in , the marking becomes

7) Time function: It is simply the time attribute in the places
and transitions. For the transition,
is the time required by the timed transitionassociated
with the color to complete the firing. For the place,

is the time delay required in the
timed place associated with the color to release.

8) Reachability set: It consists of all reachable markings
from the initial marking. Reachability is a basic property
of the CTPN. A marking is said to be reachable from
the initial marking if there exists a sequence of firings
that transforms to . The firing sequence (FS) is de-
noted by

where to

is the color set of the transition

9) Liveness, deadlock [26]: For any reachable marking, if
there exists a firing sequence of transitions to reach a
marking and enable transition, then the transition is
live. A CTPN is live if all transitions in the net are live. For
any reachable marking, if there is no firing sequence of
transitions to makeenable, then the transitionis dead-
locked. A CTPN is deadlocked if there exist no transitions
in the net to be enabled.

An FMS CTPN production model [7], [14] can be constructed
as follows: 1) analyze the FMS; 2) define the system require-
ments, resources, decision-makings, and events; 3) use macro
transitions to model the cells and machines; 4) define the pro-
cesses in terms of material flow or machines in different levels;
5) draw flow charts of the processes; and 6) define the interface
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Fig. 3. Relationship between SPC and process.

and communication between different levels and macro transi-
tions; 7) use CTPN to model the flow charts in step 5); 8) val-
idate the constructed CTPN model. In addition, the CTPN ele-
ments must be related to the physical components in an FMS.
These relationships can be referred to [14].

III. CTPN-BASED SPC

A. Operation of Process Control in an FMS

Quality control, management, and integration have been
more emphasized in recent years [2], [10], [19], [20]. However,
quality control and management systems cannot stand alone.
They must be analyzed using collected data, and then the
result is used to control the process and prevent defects. When
process conditions change, the process parameters must be
adjusted according to process variability. SPC can be used to
investigate and control the process, as shown in Fig. 3. SPC
[13] is based on statistics and is widely used for process control
to improve product quality, eliminate process variability, and
isolate the causes of defects.

In this paper, process control includes the process capability
and the SPC. Initially, the process capability is validated. If the
process capability is acceptable, then the control limits of the
SPC can be generated to investigate process variability. If any
measurement is reasoned to be out of control, then the causes of
defects are identified. Consequently, the corresponding process
parameter is adjusted to correct the process. The flow of process
control is illustrated in Fig. 4. In this paper, a control chart of the
SPC tools [20] is used to validate the process.

B. CTPN-Based SPC Model

The SPC activities in this paper are constructed in terms of
CTPN. Two major functions of the process control, including
process capability and SPC, are modeled as macro transitions.
Since the value of each measurement is not the same, the tradi-
tional PN cannot handle attribute-based measurement. For ex-
ample, the SPC macro transition can generate results (such as
one measurement is out of three times of standard deviation)
for incoming (different value) measurement. The SPC activities
in Fig. 4 can be converted into a CTPN, as shown in Fig. 5.
The CTPN elements in this CTPN-based SPC net are described
as follows. SPC_P1 represents the data collected from the shop
floor. SPC_T1 indicates the initial data collection, and SPC_T2
indicates the subsequent data collection. SPC_T1 and SPC_T2
are controlled and mutually excluded by SPC_P2. The number

Fig. 4. Application of SPC activities in the FMS.

of tokens in SPC_P2 indicates the required initial number for an-
alyzing the capability of the process. If a token exists in SPC_P2,
then SPC_T2 is inhibited. SPC_T6 represents the capability
analysis of the process.

The process capability is used to characterize the process ca-
pability with respect to the standard specification of the process.
In this paper, the process capability can be evaluated in terms
of the precision capability , accuracy capability , and
process capability index [20]. SPC_P5 contains the data
analyzed by the process capability. SPC_T3 and SPC_T4 are
controlled by the color set of the tokens in SPC_P5, and they
represent the incapable and capable processes, respectively. If a
process is analyzed as incapable, then SPC_P6 restarts the ca-
pability analysis of the process after adjusting the process pa-
rameters.

If the process is capable, then SPC_T11 is not inhibited,
and the subsequent measurements are analyzed using the SPC
module, i.e., SPC_T7. In this net, the SPC module is imple-
mented using a control chart. Control charts are widely used in
SPC. SPC_P11 stores the results of the control chart analysis.
These results are identified in terms of “in control” and “out
of control.” SPC_T8 represents “in control,” and SPC_T9
represents “out of control.” The inhibitor arc connected to
SPC_T2 is designed for controlling the number of initial data
measurements for analyzing the process capability. There is a
specified number of tokens (depends on the process capability
and initial measurement requirement) in SPC_P2 in the initial
marking. If there still exist tokens in SPC_P2, then SPC_T2 is
inhibited when a measurement (colored token) is collected from
SPC_P1. If there is no token in SPC_P1, then SPC_T1 will be
not enabled, and SPC_T2 will be enabled when a measurement
enters SPC_P1. In addition, the inhibitor arc connected to
SPC_T6 implies when the initial measurements are complete,
the process capability can be executed to generate the indices of
process capability. Consequently, the inhibitor arc connected to
SPC_T11 indicates if the process capability is not acceptable,
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Fig. 5. Modeling SPC using CTPN.

Fig. 6. Modeling machine fault and maintenance.

then SPC_T7 contains token(s), and hence inhibits the enabling
of SPC_T11 and the operation of SPC module.

IV. CTPN-BASED FAILURE MODEL AND FAULT DIAGNOSIS

A. CTPN-Based Failure and Preventive Maintenance Models

The performance of a machine depends on its availability.
In this paper, the CTPN model for machine layer includes the
machining process, maintenance, and failure behaviors. An ex-
ample of CTPN failure and maintenance model for a machining
center (MC) is shown in the right-hand side of Fig. 6. In this net,
MC_T2 represents the machining of MC. When an MC is ma-
chining, it may be interrupted (and sequentially inhibited) by a
sudden failure or inhibited by the preventive maintenance (PM).
MC_P11 represents the sudden failure of machine from sensor

detection or the “out-of-control” status of the process from the
SPC CTPN net. MC_P12 represents the PM of the MC. Either
PM, process out of control, or failure leads the stoppage, rep-
resented by MC_P13, and MC_P16 records this message. Es-
pecially, MC_P17 sends this message to the fault diagnosis and
FMEA CTPN’s to find the cause problem and failure models.
When the cause problem is found, the maintenance is started
(MC_P18). The time to repair (MC_T9) depends on the color
set of the fired token. Different types of PM, failure, and process
parameter adjustment lead to different time elapsed in MC_T9.
Notice that the elapsed time is determined by the MTTR gener-
ally.

MC_P14 and MC_P15 indicate the status of failure and PM,
respectively. If the machine has been repaired, then MC_P23
will receive this token. The token in MC_P23 cooperates with
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(a) (b)

(c) (d)

Fig. 7. Transformations of CTPN and fault tree for FMEA. (a) AND gate. (b) OR gate. (c) Condition gate. (d) Order AND gate.

token(s) in MC_P14 or MC_P15 to enable MC_T8 (failure is
repaired) or MC_T7 (PM is finished), respectively. Therefore,
the uses of the interrupt and inhibitor arcs can be designed to
control the enabling/firing of MC_T2. Since the time to repair
in MC_T9 requires the classification of failure modes, and the
processing time of MC_T2 depends on the incoming product
attributes, the ordinary PN is not suitable here.

B. CTPN-Based FMEA and Fault Diagnosis Models

Fault diagnosis is important since it affects the machine uti-
lization, system performance, and costs. Usually, the FMEA and
the fault diagnosis are analyzed in terms of individual system.
In this paper, the fault diagnosis and FMEA are constructed in
terms of CTPN’s so that information can be exchanged directly.
A fault tree [23] can be used to analyze the failure modes and
effects. It can also be used to identify various possible failure
modes and effects. A fault tree constructs the structural form
of failures, and its simple logical relationships represents the
probabilistic relationships among various events that lead to the
failure of a system. Based on the logical relationships, the CTPN
and the fault tree can be mapped into each other.

The analysis of a fault tree requires related component status
collected from the corresponding sensors. For example, the
analysis of a hydraulic system requires the tank status from
a level gauge and the pump status from a pressure gauge. In
this paper, a sensor-based configuration is used to construct
the fault tree. In order to convert the fault tree into the CTPN
model, the events are defined as follows:

1) on–off sensors—modeled by traditional PN;
2) analog sensors—measurement value of the analog sensor

is divided into appropriate levels, e.g., the value of level

gauge can be classified into the hihigh, high, normal, low,
and lolow levels.

Due to the hierarchical and modular configuration of the
CTPN, the fault tree can be modeled hierarchically. The CTPN
elements can be directly mapped to their corresponding fault
tree elements. Some important fault tree symbols that relate to
the FMS are selected in this paper, such asAND gates,OR gates,
condition gates, orderAND gates, basic events, intermediate
events, and transfer events. The transformation is described as
follows.

1) Events are modeled by places.
2) Gates are modeled by transitions.
3) Complex systems, such as an FMS’s, are modeled by hi-

erarchical and modular configuration.
Based on the transformation between the CTPN and the fault

tree, the converted CTPN models can be used for FMEA and
fault diagnosis. When the FMEA is used, the conversion be-
tween the elements of the fault tree and CTPN can be illustrated
in Fig. 7. In this figure, A, B, and C are sensor measurements,
T is the event of failure, S1, S2, S3, and S4 are used for sequen-
tial control. T1 to T9 are the transitions. In Fig. 7(a), theAND

gate is transformed. From the viewpoint of FMEA, the failure
of A andB causes the failure of T. Hence, the converted CTPN
model can be constructed in the right-hand side of Fig. 7(a).
In Fig. 7(b), theOR gate is transformed. From the viewpoint of
FMEA, the failure of Aor B causes the failure of T. Hence,
the converted CTPN model can be constructed in the right-hand
side of Fig. 7(b). The condition gate in Fig. 7(c) can also be con-
structed. In Fig. 7(d), the order gate is transformed. From the
viewpoint of FMEA, the failure of T is caused from the ordered
failures of A thenB andC. Hence, the converted CTPN model
uses inhibitor arcs connected to T7 and T8 to denote that the
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(a) (b)

(c) (d)

Fig. 8. Transformations of CTPN and fault tree for fault diagnosis. (a) AND gate. (b) OR gate. (c) Condition gate. (d) Order AND gate.

Fig. 9. Example of fault tree application.

failure of T is caused from the component failure sequence of A
B C. If the failure sequence is not A B C, then T9

is never fired. For example, if B occurs before A, then the token
in place B is delivered to place S2. When A occurs sequentially,
the token in A will not be sent to S3 because the token in place
B is removed.

In addition to the FMEA analysis, this paper also proposes the
CTPN-based fault diagnosis. When the fault diagnosis is used,
the conversion between the elements of the fault tree and the
CTPN can be illustrated in Fig. 8. In Fig. 8, A, B, and C are
sensor measurements, and T is the event; EA, EB, and EC are
the diagnosis results, and they correspond to the sensors of A,

Fig. 10. CTPN-based FMEA model of fault tree in Fig. 9.

B, and C. In Fig. 8(a), theAND gate is transformed. From the
viewpoint of fault diagnosis, if T is failed, then both A and B
must be failed, too. Hence, the converted CTPN model can be
constructed in the right-hand side of Fig. 8(a). In Fig. 8(b), the
OR gate is transformed. From the viewpoint of fault diagnosis,
if T is failed, then either A or B must be failed. Hence, the con-
verted CTPN model can be constructed in the right-hand side of
Fig. 8(b). Similarly, the “condition” and “order” gates are con-
structed in Fig. 8(c) and (d), respectively.
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Fig. 11. CTPN-Based fault diagnosis model of fault tree in Fig. 9.

Fig. 12. CTPN integrated manufacturing environment.

In order to illustrate those transformations practically, a fault
tree example is used to illustrate the transformations from the
fault tree to the FMEA and the fault diagnosis CTPN models,
as shown in Fig. 9. In this figure, T is a top event for describing
a system failure. B1 to B6 are the intermediate events that
are caused by a combination of other events via a fault tree
logic gate. G0 to G6 are fault tree logic gates. A1 to A8 are
basic failure components in the system. The transformations
of FMEA can be done from Fig. 7. Fig. 10 shows the trans-
formation from a fault tree in Fig. 9 to a CTPN FMEA model.
In this figure, the symbols T, G, and A are related to the
events in the fault free of Fig. 9. In addition, A is a place that
has the same attributes with A. Notice that the symbols of
and are nonnegative integers. Besides, the areas circled by
the round rectangle line are components of the fault tree logic
gates. From the CTPN firing rules [14], if the components A7
and A3 are failed, then tokens in places A7 and A3 form an
initial marking. After some firing sequences, a token will enterFig. 13. An FMS layout of MATRC.
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Fig. 14. Integration of CTPN model, process control, and monitoring.

place T. It can be concluded that from the viewpoint of FMEA,
the failures of A7 and A3 cause the failure of T.

The transformations of fault diagnosis can also be done from
Fig. 8. Fig. 11 shows such a transformation from a fault tree in
Fig. 9 to a CTPN fault diagnosis model. In this net, the symbols
T, G , and A are related to the events of the fault free in Fig. 9.
In addition, A and B are message duplicates from Aand
B , respectively. Notice that the symbols ofand are non-
negative integers. EAindicates the failure of its corresponding
component. For example, the status from the sensors are the
components of A1, A7, and B1, which are working, A3 and A6,
which are failed. Initially, the analysis starts from the FMEA
analysis. From Fig. 10 of the FMEA analysis, the components
of B2 and B5 must be failed. Then, the CTPN-based fault diag-
nosis is used to find the major failure components that cause the
system failure. After several firing sequences, only EA6 (among
EA1 to EA8) has one token. This implies that component A6 is
the major failure component that leads to the system failure.

V. APPLICATIONS

The proposed CTPN-based production, SPC, FMEA, and
fault diagnosis are applied to an FMS at the Manufacturing
Automation Technology Research Center (MATRC) of Na-
tional Taiwan University. These components can be integrated
as shown in Fig. 12. In this integrated CTPN architecture,

Fig. 15. Process capability analysis.

the communication places act as interfaces among modules.
The FMS CTPN-based production models were proposed
in [14]. The FMS at MATRC is composed of two flexible
manufacturing cells (FMC’s), an automatically guided system
(AGV), an automated storage/ retrieval system (AS/RS), and
a coordinate measuring machine (CMM). The first FMC is
composed of a CNC milling machine, a CNC lathe machine, a
robot, and two buffers. The second FMC is a machining center.
Fig. 13 shows the layout of the FMS.

In this paper, the CTPN-based FMS SPC, FMEA, and fault
diagnosis models are constructed using G2 [5] real-time expert
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Fig. 16. Control chart.

system. This real-time expert system supports GSI, GFI, and
G2 Oracle Bridge (database). Based on the G2 interfaces,
the FMS real-time simulator can communicate with the cell
controller and database through the TCP/IP protocol. Hence,
this CTPN-based FMS simulator can be used to control and
monitor shop floor activities. The production information
and quality measurement are stored in the database. The
centralized CTPN-based FMS monitoring and control system
communicates with the windows-based cell controllers through
the TCP/IP protocol. The cell controller controls the equipment
through the serial communication (RS/232). Due to the mod-
ular design, the real-time simulator can be acted as a real-time
monitor and controller.

The CTPN simulator [8] can also be transformed to a
real-time dispatcher. Basically, the G2 rules can be used to
infer the firing of the CTPN models from the initial conditions
(markings). The firing sequences and reachable markings are
recorded in the database (using G2 Oracle Bridge) or the text
file (using G2 GFI interface). In the simulation stage, the
dispatching rules are used to evaluate the system performance,
such as the utilization of machines, due date for each batch,
and bottlenecks. If the simulation result of a dispatching rule
fits the manufacturing requirements, then the firing sequences
can be worked as a dispatching order.

On the other hand, the proposed CTPN models are con-
structed using a hierarchical and modular configuration. The
model integration and information exchange of each module
can be achieved in terms of communication places. Fig. 14
shows the relationships among CTPN models, shop floor con-
trol, and process monitoring. In this figure, the key factor is the
communication places that switch operation between simulator
and controller. If communication places communicate with

Fig. 17. Example of fault tree of system layer.

the machine CTPN models, then the simulation environment
is established. If communication places communicate with
machine controller through the GSI, then the process control
environment can be constructed. Especially, the modular design
makes flexible combinations of the CTPN models, monitoring
system, and dispatching system possible.

The process capability analysis is shown in Fig. 15. In this
case, the values of , , and are acceptable. In addition,
the control chart is used to examine process variation. Fig. 16
shows an X-Rm chart at which x-ucl, x-cl, and x-lcl are the
upper control limit, central line, and lower control limit of the
X-chart, respectively. In addition, a fault tree of the system layer
in the FMS is shown in Fig. 17. The corresponding FMEA anal-
ysis and fault diagnosis CTPN models are shown in Fig. 18. In
this figure, REL_FMS_P1 to REL_FMS_P5 are the status col-
lected from control, production, inspection, storage, and AGV
systems. On the other hand, DIAG_FMS_P1, DIAG_FMS_P3,
DIAG_FMS_P5, DIAG_FMS_P7, and DIAG_FMS_P9 are the
status collected from the cell layer. They indicate the status col-
lected from control, production, inspection, storage, and AGV
systems. Consequently, the CTPN-based FMEA and fault diag-
nosis models for each cell and machine can be constructed in
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Fig. 18. Example of CTPN-based FMEA and diagnosis in Fig. 17.

the same manner. The entire FMS FMEA and fault diagnosis
models can be integrated through the communication places.

VI. CONCLUSIONS

This paper uses a newly developed CTPN to model the ac-
tivities of production, SPC, process failure, FMEA, and fault
diagnosis in an FMS. Especially, the conversion between the
fault trees and the CTPN models is used to analyze the FMEA
and the fault diagnosis. The process control behaviors including
process capability and SPC are also modeled in terms of CTPN.
Based on these approaches, a complete FMS model can be con-
structed using a unified modeling technology. Such research in-
creases the integrability of models with different behaviors. In
addition, the interactions and information exchanges among the
activities of production, SPC, and process failure can be directly
described and linked using CTPN. Due to the modular construc-
tion, the CTPN models can be used to simulate and control the
FMS concurrently through communication places. Most man-
ufacturing systems with complex product mixes and flexible
routes can be modeled, analyzed, and controlled in this manner
using the proposed integrated CTPN modeling environment.
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