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Abstract - Two reliable multicast protocols for wireless 
local area networks (LANs), i.e., leader-based protocol with 
a sliding window (LBPW) and leader-based protocol with 
a sliding window and n-fold acknowledgement reduction 
(LBPR(n)), are proposed in this paper based on a previously 
proposed leader-based protocol (LBP). Firstly, the pipelining 
technique is added into LBP to form LBPW so as to 
make frame transmission efficient. Then, an acknowledge- 
ment reduction scheme is incorporated into LBPW to form 
LBPR(n) to alleviate the ACK/NAK implosion problem. 
Through numerical examples done by a simulation approach, 
we demonstrate that these two reliable multicast protocols 
outperform LBP. 
Keywords - Multicast, Reliable Multicast, Wireless LAN, 
Window-based. 

1. 1NTRODUCTlON 

As networks dramatically grow, e.g., the pervasion of the 
world wide web (WWW) in the Internet, networks have 
made our daily lives versatile and convenient. To satisfy the 
needs of different applications, network transmission tech- 
niques have been developed not only for the unicast trans- 
mission technique, but also for the multicast transmission 
technique. In particular, the multicast technique provides 
an efficient means of data dissemination with wide-spread 
applications which may be run on the multicast backbone 
(MBone) using the IP multicast [3] technique. However, 
original IP multicast is not adequate for some specific appli- 
cations, such as stock quote dissemination, shared white- 
board [2], web cache updates, and distributed interactive 
system (DIS) [IO] etc. due to the stringent requirement on 
reliability requested by these applications. Therefore, how 
to incorporate the reliability into the multicast technique 
becomes a hot issue to accommodate such applications. Issue 
of reliable multicast previously focused on. wired networks, 
e.g., [4]. Recently, researchers have also gradually shifted the 
reliable multicast issue to wireless networks [I], [5], [6]. In 
this paper, we shall pay attention to the infrastructure-based 
wireless LAN. 
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To achieve reliability, automatic repeat request (ARQ) 
[9] and forward error correction (FEC) [ I l l  are frequently 
employed in the literature. For ARQ, it is frequently used 
in the non-real-time applications, such as data dissemina- 
tion, employing a feedback mechanism with ACKs/NAKs, 
while FEC is suitable in the real time applications, uti- 
lizing the error correction code to correct possible errors. 
Since wireless LANs mainly cany data; hence, we adopt 
ARQ in this paper. However, two major problems, i.e., 
the ACWNAK implosion [7]  and media access are con- 
fronted when using ARQ in wireless LANs. To solve the 
above mentioned problems, Kuri and Kasera [6] proposed 
three protocols: delayed feedback-based protocol (DBP), 
probabilistic feedback-based protocol (PBP), and LBP. As 
in most wireless LANs, e.g., IEEE 802.1 1 wireless LAN, 
data frames are ready to be sent after the exchange of 
request-to-sendiclear-to-send (RTSKTS) messages between 
a senderiaccess point (AP) and receivers. For DBP, a random 
timer is set for each group member (GM) once hearing the 
RTS sent by the AP and a CTS is sent by a GM only 
when no other CTS is heard. That is, the CTS suppression 
is employed. For PBP, it uses a random probabilistic scheme 
to determine whether a CTS should be sent or not; if a 
collision occurs, the above procedure proceeds again until 
the AP successfully receives a CTS. As for LBP, an elected 
leader rather than all GMs should take the responsibility of 
feedback messages. Once some other members are not ready, 
they send a not-clear-to-send (NCTS) to collide the possible 
CTS sent by the leader. Then the previous procedure should 
he preformed again until a CTS is successfully received 
by the AP. As far as the phase of data frame transmission 
is concerned, any member who received an erroneous data 
frame contends the channel and sends back a NAK to the 
AP for both DBP and PBP, while the leader sends an ACK 
or a NAK according as receiving status of the data frame 
and other members just send NAKs when an erroneous data 
frame is received for LBP. Kuri and Kasera [6] showed that 
LBP is the best among the three protocols. In this paper, we 
develop reliable multicast protocols LBPW and LBPR(n) 
for wireless LANs based on LBP. The LBPW improves the 
transmission efficiency of LBP by incorporating a sliding 
window. Fulthermore, LBPR(n) mitigates the ACWNAK 
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implosion problem through the acknowledgement reduction 
over LBPW. 

The reminder of the paper is organized as follows. In 
Section 11, we describe protocols LBPW and LBPR(n). In 
Section 111, we examine the performance of these two pro- 
tocols through numerical experiments done by a simulation 
approach. Finally, Section IV concludes the paper. 

11. DESCRIPTION OF PROPOSED PROTOCOLS 

+ "I- 

I I I 

Fig. I .  The framework of a wireless LAN. 

The scenario to be addressed is a wireless LAN whose 
channel is shared using a media access control (MAC) 
protocol (see Fig. I.). In the wireless LAN, the infrastructure 
mode is assumed. Therefore, the basic network architecture 
consists of an AP and several mobile hosts. Several basic 
network architectures then jointly form the wireless portion 
of the wireless LAN. Considering a multicast group in the 
wireless LAN with one sender and several group members, 
the sender first transmits frames towards APs; then any 
AP forwards these frames to the group members within its 
service area. Therefore, The communication links from the 
sender to all group members may be logically split into 
two links: one from the sender to APs, the other from 
APs to group members. In the following, reliable multicast 
protocols LBPW and LBPR(n) are designed for the basic 
network architecture. Such an arrangement can enhance the 
scalability of reliable multicast protocols since the error 
recovery will be confined to a local area. It also shortens 
the end-to-end latency due to the local error recovery. In 
the following discussions, we just treat the AP as a sender 
with group members within its service area. Now these two 
protocols are described as follows. 

A .  LBPW 
As above mentioned, LBPW incorporates the sliding 

window scheme (a pipelining technique) into LBP to 
improve the transmission efficiency of LBP. Hence the AP 
can send a batch of data frames at a time. This results in less 
times of contention and shorter frame waiting time. Let a 
slot time tSt be the sum of processing time tpe ,  transmission 
time t t ,  required to transmit an ACK or a NAK, and 
propagation time t,. For simplicity, each data frame has a 
fixed frame length of fi times of an ACK (or a NAK). If 
the window size of LBPW is W,, then after at least one 
exchange of RTSICTS, the AP can contiguously transmit at 

most W, frames to all GMs and the corresponding ACKs 
are then sent from the leader in response to these frames 
if there is no frame error. We then called the time period 
between the time transmitting the first RTS and the time 
receiving the last ACK a cycle. Like LBP, we assume that 
a leader can he elected using a leader selection algorithm 
[6] in LBPW (and LBPR(n)). As for the resultant protocol 
for LBPW in a cycle, it can be depicted in two phases, 
i.e., phase of control message exchange and phase of data 
transfer, which are described as follows: 
Phase of RTSKTS exchange: 
Event PCWl - AP to GMs (starting in slot k):  Send an 
RTS to all GMs. 
Event PCW2 - LeaderiGMs to AP (in slot k + 1): 
Leader: Send a CTS if it is ready to receive data frames; 
otherwise, do nothing. 
Other GMs: Send an NCTS if it is nof ready to receive data 
frames; otherwise, do nothing. 
Phase of data frames transfer: 
Event PTWl - AP to GMs (in slot k + 2): If a CTS 
was received by the AP in slot k + 1, start to transmit 
contiguously available n, (5  W-s) data frames with labels, 
say, 1, 2, ..., na; otherwise, go back to event PCW1. 
Event PTWz - LeaderiGMs to AP (during slot 
k + 2 + [ ( f i  * t t ,  * n, + t,, + tpp)/tstl and slot 
k + 1 + T(fi * t t ,  * 11. + tpc + &)/tat1 + na): 
Leader: If the leader received the ith frame correctly, it 
sends an ACKin slot k+l+r(fi*tt~.*n,+t,,+t,,)/t,tl+i; 
otherwise, it sends a NAK. 
Other GMs: If the ith frame was received with 
error bits by any GM, it sends a NAK in slot 
k + 1 + [(ft * t t ,  * na + t,, + t p p ) / t s t ]  + i; otherwise, it 
does nothing. 

In fact, the first phase is rendered from LBP, hut the sec- 
ond phase is different from that of LBP since the pipelining 
technique of data transfer is utilized in this phase to improve 
the transmission efficiency. 

Based on feedbacks from GMs, the AP should make a 
decision about whether these frames are required to retrans- 
mit or not. We note that the AP faces the following three 
cases when receiving feedbacks from GMs: i) an ACK is 
received ii) nothing is received iii) a collision of frames 
caused by an ACK and NAKs is detected. For the first case, 
the corresponding frame is indeed correctly received by all 
GMs, while for the remaining two cases, the frame is either 
not correctly received by the leader or other GMs. Hence, 
frames without feedbacks of the first case are retransmitted 
in the next cycle with other queued frames. 

B. LBPR(n) 

Another reliable multicast protocol LBPR(n) which is 
a modified version of LBPW to reduce the number of 
ACKsMAKs by a factor of n via aggregating the receiving 
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status of at most 71 frames using a hit map put into an 
ACK sent by the leader or a NAK sent by othcr GMs 
once at least one frame is required to retransmit. The 
parameter 11 is called the reduction ratio since every n 
frames (if available) are acknowledged by the leader or 
other GMs using only one ACK or NAK. For the leader, the 
aggregated hit map is used to denote the receiving status 
of these n frames: hut for other GMs, they do nothing 
when these 71 frames are correctly received or just reply 
a NAK when at least one frame is required to retransmit. 
Based on the above mechanism, the ACWNAK implosion 
problem is further alleviated since less ACKs or NAKs are 
generated compared to LBPW (or LBP). From the above 
description, we note that as  the reduction ratio n increases, 
it may improve the performance of LBPR(n) due to the 
amount reduction, while higher reduction ratio may cause 
more correctly received frames to he retransmitted once 
a collision is detected. Hence, it is necessary to select a 
proper reduction ratio to gain better system performance. 
The detailed algorithm for LBPR(n) in a cycle is described 
as follows: 
Phase of RTSICTS exchange: The operation is same as 
that in LBPW. 
Phase of data frames transfer: 
Event PTRl - AP to GMs (in slot k + 2): If a CTS 
was received by the AP in slot k + 1, start to transmit 
contiguously available n, (5  W,) data frames with labels, 
say, 1, 2, . .., n,; Othenvise, go back to event PCWI. 
Event PTR:! ~ LeaderiGMs to AP (during slot 
k + 2 + [ ( f i  * tt, * na + t,, + t p p ) / t s t l  and slot 
k + 1 + [ ( f i  * tt, * n, + tpc  + tpp)/tstl + [%/nl): 
Leader: Send an acknowledgement in the bit map manner 
including the receiving status for at most n frames at a time. 
Hence [n,/nl times of acknowledgements are required to 
send during slot k + 2 + r( f i  * t t ,  *ne + t,, + tpp) / t s t l  and 
slot k + 1 + [ ( f i  * t tr  * na + tpc + t p p ) / t s t l  + [na/nl. 
Other GMs: Break the n, frames into suhsegments 
each including exactly n frames except the last one. 
If one of frames for subsegment i was received with 
error hits by any GM, it sends a NAK directly in slot 
k + 1 + [ ( f i  * tt, * n. + t,, + tpp)/tstl + i; otherwise (i.e., 
all frames for the ith subsegment are correctly received by 
the GM), it does nothing. 

We note that the AP faces the following two cases when 
receiving feedbacks from GMs: i) an ACK with hit map 
is received; ii) a collision of frames caused by an ACK and 
NAKs is detected. For the first case, only indicated erroneous 
frames are retransmitted, hut all frames are retransmitted for 
the second case. 

Ill. NUMERICAL EXPERIMENTS AND DISCUSSIONS 

As mentioned in Section 11, the minimal wireless LAN 
consisting of an AP and several mobile hosts is considered 

in the following numerical experiments. For simplicity, the 
operation of the MAC protocol is neglected and perfect 
time synchronization is assumed such that each operation 
works on a slotted time axis. Moreover, only one multicast 
group in the wireless LAN is considered. For each group 
member, it is assumed to he always ready to receive data 
frames from the AP, i.e., NCTS will not he used under 
such an assumption. As for the characteristics of the wireless 
channel, we assume that data frames may be received in error 
hut never get lost over the channel, while control frames, 
such as RTS, CTS, ACK, NAK are always correctly received. 
Since the propagation time for the wireless LAN is negligible 
compared to the transmission time, it is simply set to zero. 
Also, the processing time is set to zero for simplicity. Hence, 
only the effect caused by frame transmission time and frame 
queueing time in an infinite buffer endowed at the AP for 
temporary queueing of frames are considered here. To model 
the simulation system, we assume that frames to be sent 
to all group members are generated according to a Poisson 
process with rate X per slot and a uniform distribution of 
batch size U ( b m i n , h a x ) ,  where X = 1/710, bmin = 5 ,  
and bmax = 15. In the following experiments, parameters 
to be adjusted include at least number of group members 
n ~ n , .  frame error probability (FEP), frame length (in slots). 
If there is no error correcting code is employed, bit error rate 
(BER) relates to FEP via the relation FEP = 1 - (1 -BER)fi ~ 

where Fi represents the frame length in bits. We note that the 
above relation can be approximated as FEP = * BER a 
f i  * BER if BER is quite small. In the following numerical 
experiments, we set f i  to I O  and 20 for the comparison 
purpose. 

In these numerical experiments, performance metrics to 
he measured are cost, average queueing delay, average queue 
length, and exposure when comparing LBPW to LBP. Here, 
cost and exposure are defined as follows. . Cost: the average time lasting since the AP contends the 

channel until the AP ascertains that all group members 
correctly receive the frame. 
Exposure: ratio of the number of mobile hosts actually 
receiving the frame and the number of mobile hosts 
who do need the frame. 

We note that the reciprocal of the cost is proportional to 
the throughput and the exposure measures the effect of an- 
noyance when a frame is sent. To compare the performance 
among LBP, LBPW, and LBPR(n), the following metric is 
further gauged. 

Number of ACKs or NAKs: the average number of 
ACKs or NAKs required until a frame is correctly 
received. 

Now let us begin the discussion on numerical experiments. 
In Fig. 2, the average cost for various window size W, 
varying among 1, 2, 3, 5, I O  is shown under FEP = 0.05. 
From this figure, one can easily find that the increase of the 
window size Ws causes a lower cost, i.e., higher throughput. 
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Fig. 2. Cost vs. number of group members of LBPW. 

The reductions of costs when WS = 2 and W, = 10 
compared to those of LBP (i.e., LBPW when Ws = 1) 
are 4.3 % and 7.0 %, respectively, when fi = 20 and 
i a ~ ~ r  = 10 and 7.3 % and 13.3 %, respectively, when 
fi = 10 and ?ZGA, = 10. These results evidently show that 
LBPW with large window size, say IO, performs much better 
than LBP. We also see from Fig. 2 that the cost increases 
as the number of group members goes up. In Fig. 3, other 
performance measures including queueing delay, average 
queue length, and exposure are exhibited for various window 
size, number of group members, and frame length. From 
Fig. 3(a)/Fig. 3(b), we see that the queueing delaylthe aver- 
age queue length goes down as the window size increases or 
the number of group members decreases. This phenomenon 
is quite crystal-clear because the increase of the window 
size raises the transmission efficiency due to the pipelining 
effect and it is easier to handle the error recovery for a small 
group. As for the exposure shown in Fig. 3(c), it is not 
affected by the increase of the window size but it increases 
as the group grows up. From the above observations, we see 
that the attainable transmission efficiency coming from the 
pipelining technique can be over I O  %. 

We now further examine the performance of LBPR(n). In 
the following experiments, we fix ?ICA, = 50 and Ws = 12. 
Let us first look at the average number of ACKsmAKs 
required to successfully transmit a frame in Table 1 which 
reveals that LBPR(n) achieves ACKs/NAKs reduction ap- 
proximately by a factor of n compared to LBP or LBPW. 
As shown in Table 2, we first note that as FEP decreases, 
the exposure of LBP/LBPW increases because most of group 

Table 1 
The number of ACKsMAKs for different protocols with 

fi = 10, ?%CA, = 50 and, Ws = 12. 

FEP LBPiLBPW LBPR(2) LBPR(3) LBPR(4) 

0.1 2.695 1.231 0.775 0.559 
0.05 2.255 1.086 0.712 0.529 
0.01 I ,507 0.741 0.492 0.373 

0.001 1.154 0.601 0.41 1 0.321 

(a) Queueing delay. 

(b) Average queue length 

j 2 1 , ,  ......... ' ......... .... . . ~  , .... f_ , ~~~~ 

SI 2 1 .  I a I I s 
..dlY 

(c)  Exposure. 

Fig. 3. Performance measures vs. window size of LBPW. 

members will successfully receive a frame and only a small 
portion of group members will receive that frame in error. 
For LBPR(n), the situation gets worse once a NAK is 
sent by a group member since the group member requests 
retransmissions not only for the erroneous frames but also for 
other correctly received frames for itself. As the reduction 
ratio increases, the exposure gets further worse as shown in 
Table 2. From the above discussions, we see that although 
LBPR(n) reduces the number of ACKsMAKs, it causes a 
larger value of exposure. Hence the reduction ratio n should 
be properly chosen. In the following, we further investigate 
cost and queueing delay of LBPR(n). Table 3 shows the 
performance of cost. We see that LBPR(n) performs better 
than LBPW due to the saving of ACKsMAKs. The pairs of 
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Table 2 
Exposure for different protocols with fi = 10, ncnr = 50 

and, Ws = 12. 

reduction ratio and percentage of cost reduction compared 
to LBPW are (2,12.7), ( 3 :  18.8), (4,22.8) when FEP = 0.1 
and f i  = 20; they are (2,7.5), (3,10.5), (4,12.2) when 
FEP = 0.01 and f l  = 20. Hence the cost reduction is 
more obviously when FEP is high. As for the queueing 
delay, it is clear that a longer frame length causes longer 
queueing delays as shown in Table 4. From Table 4, we also 
observe the followings: i) as the reduction ratio increases, 
longer queueing delays are incurred since more rates of 
retransmission are incorporated; ii) LBPR(2) or LBPR(3) 
may have less queueing delays than LBPW when FEP is 
kept quite low; iii) queueing delays of LBP are longer than 
LBPW and LBPR(n). 

IV. CONCLUSIONS 
This paper proposes two types of reliable multicast proto- 

cols LBPW and LBPR(n) for the multi-access wireless LAN. 
Through numerical comparisons, we demonstrate that: i) the 
cost of LBPR(n) is lower than that of LBPW which is sub- 
sequently lower than LBP. The attainable cost reduction of 
LBPW compared to LBP can be over I O  %. As the window 
size goes up, the reduction can be further improved; ii) both 
LBPW and LBPR(n) perform better than LBP in respect to 
queueing delay. Further distinguishing the performance of 
LBPW and LBPR(n), we note that LBPW mostly performs 
better than LBPR(n) for n 2 3, while LBPR(2) performs 
better than LBPW when the frame loss probability is low; 
iii) as for the exposure metric, LBPW is the same as LBP 
and smaller than LBPR(n). For larger n, the exposure of 
LBPR(n) becomes higher. Based on the above observations, 
we suggest LBPW and LBPR(2) to be employed to fulfill 
the reliability of multicast protocols in the wireless LAN. 
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