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Abstract

As the design of shared-memory shared-bus multi-
processors is heading toward employing megabyte
second-level caches, how to optimize the design of
the second-level caches in order to minimize the traf-
fic on the shared bus and thus improve the system
scalability is of great interest. This paper presents
a comprehensive study on this issue through exten-
sive trace-driven simulations and concludes with a
few general and effective rules.

1 Introduction

In recent years, the shared-memory shared-bus ar-
chitecture has become a favorite scheme for build-
ing multiprocessors. One of the major issues in the
design of such systems is how to minimize the traf-
fic a CPU would induce on the shared bus so that
more CPUs can be incorporated. In this regard, a
number of papers discussing how to achieve the goal
with better cache design and/or cache coherence pro-
tocols have been published [1,2,3,4]. Nevertheless,
a comprehensive investigation on optimal design of
megabyte second-level caches for minimizing bus traf-
fic in shared-memory shared-bus multiprocessors is
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yet to be carried out as employing megabyte second-
level caches will soon become a common practice in
computer design due to two recent developments:

1. The introducing of commodity megabit mem-
ory chips makes the implementation of megabyte
caches no longer unaffordable for most systems. .

2. As computer architects turn to two-level cache
design to overcome the widening gap between
the CPU and main memory speeds, incorporat-
ing megabyte caches at the second-level of the
cache hierarchy is favorite for maximizing sys-
tem performance [5,6]. '

Motivated by these observations, we carried out
the study presented in this paper. In this study, we
conducted extensive trace-driven simulations to de-
termine the optimal configuration of the megabyte
second-level cache under various system configura-
tions. One major distinction of this study is that
the width of the shared bus is taken as one major
system configuration parameter and simulation runs
are conducted to investigate the effect of bus width
on optimal cache design. The reason behind adopting
this practice is that employing a wide bus, 64 bits or
more, is getting common in shared-memory shared-
bus multiprocessor design. For example, the MBus
adopted in a number of Sparc chip sets [7] is 64-bit



wide and the width of the Futurebus+ [8] can range
from 32 bits to 256 bits.

When discussing multiprocessor design optimiza-
tion, we must take into account how the multipro-
cessor will be put into use since multiprocessors in-
stalled for different purposes may run applications
that have very different characteristics and behavior.
In this paper, we concentrate on multiprocessors that
are positioned to improve the system throughput in
a multiple-user/multiple-task environment. The rea-
son is that multiprocessors serve this kind of purposes
may account for the the largest share of multiproces-
sor installations as of today.

The rest part of the paper is organized as fol-
lows. Section 2 discusses the methodology used in
this study. Section 3 presents the simulation results
and elaborates interesting observations. Section 4
concludes the study of this paper.

2 Methodology

The study is carried out through trace-driven simu-
lations. In the simulation, a collection of 15 traces,
detailed in Appendix A, generated by SPARCSim [9]
are used. The effect of multitasking is simulated by
having a fixed context switch interval of 16,000 mem-
ory references for all the traces. That is, each CPU
is assumed to execute a section of code equivalent to
16,000 memory references from a task/process during
each context switch interval. The system is assumed
to maintain one global ready queue for all the CPUs
and tasks/processes are scheduled based on a round-
robin strategy.

Figure 1 shows the machine model used in the sim-
ulation. As one may note, the machine model has
only one level of cache memory. This seems to con-
tradict a previous argument that says the move to-
ward employing two-level caches is a major reason
behind the popularization of megabyte caches. How-
ever, as pointed out by Przybylski [10], the existence
of the lower-level caches can be ignored in the study
of the behavior of higher-level caches as long as the
higher-level caches are several times larger than the
lower-level caches. To our concern, this condition is
generally true since the typical size of the first-level
cache ranges from 4K Bytes to 16K Bytes while the
size of the second-level caches of interest in this pa-
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Figure 1: Machine Model Used in the Simulation.

per is 1 megabytes or larger. Therefore, the machine
model in Figure 1 is able to accurately reflect the
behavior of the local second-level caches as observed
from the shared bus.

In this study, the amount of bus traffic is measured
by numbers of clock cycles. The bus is assumed to
execute the Berkeley ownership protocol [11] with the
following timing extracted from the MBus specifica-
tion [7]:

¢ 2 clock cycles latency for starting a new bus
transaction.

o A total of 6 clock cycles, including the 2 clock
cycles for starting a new bus transaction, for ex-
ecuting an invalidation operation.

e 1 clock cycle for transferring a piece of data over
the shared bus in the burst mode.

Furthermore, accesses to the main memory and to
the cache are assumed to take 20 and 4 clock cycles,
respectively.

3 Optimization of Cache De-
sign

This section elaborates optimal design of megabyte
second-level caches for minimizing bus traffic in
shared-memory shared-bus multiprocessors. Tables
1 through 8 list the amount of bus traffic in num-
bers of clock cycles throughout the trace simulation
under various system and cache configurations. The



80

8 70

E 60 CPU#-4 CPU#=8

5 I 32-bkbus
84-bit bus
(3 128-bit bus
256-bit bus

Figure 2: Bus traffic ratio between the minimum
value in each of Tables 1-8 and the value in the entry
of the same table corresponding to the 1-Megabyte
direct-mapping cache with 16-byte blocks.

first observation on the data in these tables is that
a good cache design is essential for minimizing bus
traffic in shared-memory shared-bus multiprocessors
with megabyte second-level caches. For illustration,
the ratio between the minimum bus traffic value in
each table and the value in the entry of the same ta-
ble corresponding to the 1-Megabyte direct-mapping
cache with 16-byte blocks is plotted in Figure 2. The
plot shows that a reduction of bus traffic ranging from
55% to 85% would results due to a good cache design.
Moreover, the reduction of bus traffic is more signifi-
cant for systems with a wider bus.

With the acknowledgement of the importance of
good cache design, the next issue is to figure out,
from Tables 1-8, the optimal choice of cache metrics,
i.e. cache size, degree of set associativity, and block
size, for various system configurations. Based on gen-
eral perception, one may anticipate that the amount
of bus traffic would decrease as cache size and degree
of set associativity increase. This perception is con-
firmed by the data in Tables 1-8. However, the data
in Tables 1-8 also show that the improvement gets
saturated once the 2-tuple of (cache size , degree of
set associativity) falls in the shaded region in Figure
3. It is interesting to observe that the same satura-
tion region occurs no matter what the combination of
block size, number of CPUs, and bus width is. This
result is significant since it implies that caches with
the following combinations of cache size and degree of
set associativity are in general the most cost-effective
choices with respect to minimizing bus traffic.

e 1 Megabyte with 8-way set associativity.

469

Cache Size in Bytes
M 4aM

Set Associativity

™ M

1-way

2-way

4-way

Figure 3: The region where the reducing of bus traf-
fic due to larger cache size and higher degree of set
associativity gets saturated.
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Figure 4: Bus traffic vs. block size in systems with 8
CPUs and 2-megabyte 4-way set associative caches.

° 2 Megabyte with 4-way set associativity.
o 4 Megabyte with 2-way set associativity.

The remaining cache metric yet to be discussed is
the block size. Figure 4 plots the amount of bus traf-
fic vs. block size in systems with 8 CPUs and 2-
Megabyte 4-way set associative caches. The figure
shows that the optimal block size is a function of bus
width. For systems with a wider bus, the optimal
choice of block size tends to be larger. An important
observation from Tables 1-8 is that the optimal choice
of block size does not depend on the CPU number,
cache size, and degree of set associativity as long as
the 2-tuple of (cache size , degree of set associativity)
is in the saturation region as shown in Figure 3. Table
9 summarizes the optimal choice of block size for sys-
tems with an optimal choice of cache size and degree
of set associativity.



Cache Cache Size in Bytes

Block Set
Size Assoc.| 1M ™ M M
“way 3965268 383 3087520 | 7949678
16 bytes [ 2-way 3039110 2889148 283210 2820722
d-way 284833 2820484 281694 2816786 |
“way 2819184 2816744 2816744 [ 28
-way 30114 23465 2185590 206324
32 bytes [ 2:way | 214847 2017560 | 1964728 | 195517
4-way 98326 955714 952096 951946
—wav 955526 | 1951900 951900 951900
—way 590247 | 1984606 | [878346 706620
64 bytes 2-way 814944 665922 60 sg 593880
4 way 6283 3 k1590830 1 1590
way 5963% 5% 590488 550488
-way 2835, 2 032332 1
128 bytes -way 63044 67091 594700 75970 |
4-way 629444 7977 71522 7
“way 583142 570804 570696 70696
“way 3429737 254067 370646 __| 3
256 bytes [ 2-way | 229653 2008726 | 1883960 854832 |
A-way 1959882 1862572 847310 843034 |
~way 187521 1846106 845550 245590
Wiy BYALNTY IR LTANNA T75%

512 bytes [ 2:way 1258584 | 276
4way 2717398 2501536 2463180 2460148 |
3-way 2540968 2462264 2459698 2459698
way Q002772 3799187, 323036 R71908 |
1024 bytes | 2-way 4857050 3981482 1650842 | 3507632
4-way 4012218 3557596 3460148 1448980
_way 1686510 345%430 4RI 24870

Table 1: Bus traffic in systems with 4 CPUs and a 32-bit bus.

Cache Cache Size in Bytes
Block Set
Size Assoc.| ™M M 8M

16 b -way 4395716 401070 I853200 3757330
tes [ Zoway | I7ESITI 1 36960 63953
Y S0

4-way 3663668 365671 365!

“way 55192 365503 853038 3655036 |

“way TI5I84 57T 735878 AT AT
32 bytes 2-way 7673 259308 583713 1557556

4-way 6735 357206 7555988 555984 |

“wav 55617 555958 55954 555954

-way. 792807 2184328

64 bytes “way 223455 7136285 TI01398 | J09241%
4-way 2106604 2097544 | J090847__ | 2090568 |
“wav 2091078 209052 2090528 | 2050528 |

“way IT5978 AT pii PALTYL
128 bytes -way 2235377 pARPLLS 2087407 2054762

4-way 2078407 205430 2051830

“way 2053536 | 20313 2051497

“way TU9B36_ | 29343, 27 [ 2588477 |
236 by[es “way 876362 PLYELXY: i} | 378918 |

98874 |
4-way 2437430 7917 273260 I72813

-way

oy z i 0 B2 TS VAL
512 bytes [ 2.way__| 3629214 | 3275514 | 3150670 102324
dway 1 3931i70 | 3099438 | 3081348 | 3080148
-way | 3108680 | 3079982 | 3079832 | 3079832
way_ | 0178184 | 6224702 | 5701680 |
1024 bytes [ 2-way 514 | 4543688 1 4330428 4211624
dway | 4515872 | 4230670 | 4193544 | 4185466 |
wav | 4200784 T 4185798 | 4185172 1 4185172

Table 2: Bus traffic in systems with 8 CPUs and a 32-bit bus.
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Cache Cache Size in Bytes

Block Set
Size Assoc.| 1y ™M M M
[(Tway | 36204 3000324 | 7816632 | 2680048 |
16 bytes [ Zoway | 277203 26330761 2580212 | 2569652 |
| d-way | 2595164 2569428 | 2566148 “‘%Mae 4|
Sway | 2568224 2565964 __| 2565964 2565964
| Lway 1 237039, %1416 831 LVRRY.
32 bytes way 188 704608 558464 0118
a-way 67454 650590 547432 547302
wav__|_ 16504 647260 547260 547260
—way 996410 313152 291916

64 bytes [ 2-way 378528 259722 212686 | 1202104
Y [ 4-way 229468 203962 | 1199670 %J‘]_gmo

199400 199400 199400

368634 247182 41044

111300 056684 3346
046034 040146 30636 |

039636 039560 9560
33 1384854 48300 |

[ 113592 5088
[T1100012 | 1090286 | | %
1089530 | 1089206 | 1089206
(714%

512 bytes [ 2-way 1805528 1519066 | 1398658 359352
way 1492106 | 1367328 1345100 1343348

128 bytes

256 bytes [

-way 1389992 1344568 1343090 1343000
~way | 481363 0TI | 26k

1024 bytes [2-wav | 256725 2002074__|_1911962__| 1834416
4-way 2 1861596 1808692, 1802644
=Way 1931246 1 1807792 1 1802404 1 1807404 |

Table 3: Bus traffic in systems with 4 CPUs and a 64-bit bus.

Cache Cache Size in Bytes
Block Set
Size Assoc.| v M aM 8M

74668 TR I575258 BT |

—way
16 bytes way | 3454977 | 3371817 | 3341636 | 3335052 |
[Td-way | 3343140 | 3334500 | 3333356 |

-way 3333457 J333308 3333308 3333308
-wav 2937 (2320308 38535
32 bytes -way 767040 | 7195614 | 2169062 83620 |
[ 4-way TIZ8 | 2163306 | 2162232 (yriy)
-way 62400 62208 162206 52206 |
[ loway | ID[24 73000 TI3T00__ |1
64 bytes -way 598387 S20070 392068 | 1384822 |
| d-way 305060 | 1384912~ 1383370 ST
T8way SEITTE SEIZE0 SYIT80 383780 |
[ 1way 30473 523726 SIT7A0
128 bytes -way 03676 409084 378!
[ 4-way 38446 167545 365606 365478
way 366816 365367 365367 365362_|
ET 58158 T8S75% 623 SLIam
256 bytes [ Z-wa i T332 T0AT6Y 4T
VIS I R I VIELI 2080% ]
wav 311978 7868 | 1307868 | 1307868 |
Toway 79200 | 7267364 TO07997 U3BT7Z
512 bytes [ 2-way | 2006238 | 1801914 | 1729806 | 1701876
[ a-way 1717761301 1700206 7
way 17054

688942 | 1688856 | 1688856
299224}

oway | _4KORG
1024 bytes {_2-way 271584
lway 1 2372384 222174 2197768 21
sway | 2250464 2193536 2193236 2193236

Table 4: Bus traflic in systems with 8 CPUs and a 64-bit bus.
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Cache Cache Size in Bytes

Block Set

Size Assoc| 1y ™M M M
~way 1161374 PRAYAYP) 1138 87133

16 bytes way 38499 5035040 454264 444117
4-way 468578 243900 140751 4406

way__ | 2442744 440574 | 2440574 | 2440574
-way 73301 13838 €33708
32 bytes 2-way 53992 43132 | 1505332 497588
4-way 520180 498028 495100 494980
way 497864 494940 494940 494940
b ~way 699494 278 16961 c ggdSét
tes way 160320 056622 015450 | 1006216 |
Y [a-way 030028 00784 004050 W%‘l’
“way 100791 003856 003856 | 1003856
K -way 48877 1036861 4

128 bytes' [ 2-way 94038 831492 78767 777034
4.way’ 0710 779162 7445 77405
-way 774052 3992 3992
-way 143137 1026313 95 4340

256 bytes | _2-way 515384 785446 28408 5216
4-way 76242 718732 711774 711166

way 72421 711242 711014 711014
-way 180819 202000 | -

512 bytes [ 2-way | 1079000 9 [ 210938 795064 |
4-way 879210 00224 186060 7
8-way 814504 85720 784786 'smg
T-way 2722068 171 1381

1024 bytes [ 2-way 1422 1147370 | 1042522 997808
d-way 1155834 1013596 | 982964 979476
8-way 1053614 | OR24d8 979 979390

Table 5: Bus traffic in systems. with 4 CPUs and a 128-bit bus.

Cache Cache Size in Bytes
Block Set
Size Assoc.| v ™ aM M
“way G138 TIRI08Y 37837 LXYPLS
16 bytes “way [ 3700357 BUIT7 128
4-way II81878 II733 2
Tway 372582 31724 TI3% T
~way 7683788 | 220961 2112 3618
32 bytes ~way 2062636 95 97173 3]
4-way 197331 8356 98335 335
“way 196351 963332 5332 565332
“way 17842 543680 3 39522,
64 by[es -wav 43025 381982 37308 | 133102
4oway 2 329734 329682 |
“way 330035 5 29656 5 )
“way (XpAp) TI9854 |- 1155018
128 bytes' [_2-wa 132878 1057420 031833 024300
d-way U 1023068 zS 7358
—way U23358 T027298 | TOZZ09% | 022298
[ iwa BEYLITS TIRI37 01033 B0 ]
256 bytes ~way 1063725 v 77086 | 978548 |
4-way 952506 [ [ 935667
-way 92840 255, 955532 9235532
-way 7637 I T 1183300
512 bytes |_2-way 94750 1065114 1019374 1001652
-way 048610 1000590 3924 | 993492
-way 003784 993422 993368 993368
“way 273R83A 1R36440 | 1890776 1 1
1024 bytes [ Zway 1499264 1309640 1245540, 1211848
4.way 13 1214326 11 1192370
“way 1230304 1197440 1197268 11

Table 6: Bus traffic in systems with 8 CPUs and a 128-bit bus.
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Cache Cache Size in Bytes

Block Set
Size Assoc.| 1M ™M aMm M
-way. 3293476 2714820) 2545744 2423418
16 bytes | 2:way | 2504962 277004 [ 298316 18582
| _4-way 2341992 2318372, 2315354 2315222,
wav__ | 2317264 | 2315184 | 2315184 15184 |
| Lway | 2230086 1725046 1600061 | 153
32 bytes [ 2.way 1571579 1469894 1428766 1421323
-way 1442999 1421747 1418934 1418819
_way 1421587 1418780 1418780 1418780 |
-way 1551036 1160544 . | 1039876 980RRR
64 bytes -way 1051216 955072 2 908272
4-way 930308 909788 906300 906108
-way. 9 906084 9f

09844 | 906084 |
T toway 1265480 10948 786202 711924
128 bytes | 2way [ 786612 | 60158 653172 643878

d-way 470052, 645726 641614 641260
way 647298 641260 641208 641208
b l-way 1 1098400 174158 £90510 812260
256 bytes |_2.way | 685192 581566 535816 525280
d-way 62850 523092 522518 522038 |
-way 5312386 522008 21918 521918
-way 1236882 8127286 224980 [ 539732 |}
512 bytes | 2-way 115716 S86090), 530578 512920
-Way 5127682 S16672 506540 505748
-way 26760 506296 505634 305634
-way 1675284 1036718 921720 09700
1024 bytes [ 2-way 849914 675018 607802 | 579504
4-way 79770 589596 §70100
~way 614798 369726 67838

Table 7: Bus traffic in systems with 4 CPUs and a 256-bit bus.

Cache Cache Size in Bytes
Block Set
Size Assoc.| M M M M
~way | 3813617 | 3315218 | 3189376 | J099I57 |
16 bytes ~way | 3123822 | 3047182 | 3019318 | 3013200 |
doway | 3020812 T017682 | J011624 | 3011802
wav__|_30LI712 J0T1580 | 3011580 | 3011580 ]
way | D683 PAUITNS 7882 TTS003 |
32 bytes way 5504, 296793 ¥73073 $68168 |
| d-way BT57 67381 3 766918 |
—way BE 701 856895 366895
b “way %3%6 01520 Jf_gso BINT_|
2 way 75 32908 21007,
DA v VK1 I Vi) GO VL7
‘[ Roway T2031 T0283% 207844 | 1207848 |
T-way 1783896 TU3ZATE WR537_]
128 bytes ~way 937404 BET588 59005 52956
4-wav 864014 852326 50938 50818
[ Bway 83177 50766 50765
[ 1way 115954 R39S0 PLypY) BI538 |
256 bytes [_2-way 79437 T30 Va8
d-way 70584 686356 684636 34370
-way [ 684364 84364 33364
“way 1275180 RIS 788 3T
512 bytes [ 2-way | 780006 | 696714 664158 651540
[ d-way 684850 650782 646020 645716
“way 652968 645662 645624 645624
1024 b R 15 155 it
tes | 2-way 390978 710632, 120892}
¥ 4.way 164768 710102 700936 699354 |
“wav 720224 699392 690284 | 6007%4 |

Table 8: Bus traffic in systems with 8 CPUs and a 256-bit bus.
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Bus Width 32-bit 64-bit 128-bit | 256-bit

(B)Ipog(ng'ize 128 Bytes | 128 Bytes | 256 Bytes | 512 Bytes

Table 9: Optimal choice of block size for systems with
optimal choice of cache size and degree of set asso-
ciativity.

4 Conclusion

In this paper, a comprehensive study on optimal de-
sign of megabyte second-level caches for minimizing
bus traffic in shared-memory shared-bus multiproces-
sors is presented. This study focuses on the common
multiple-user /multiple-task workload with no fine-
grain or medium-grain parallel applications since the
majority of multiprocessors are installed for improv-
ing system throughput under this kind of environ-
ment. The most important findings from this study
are summarized in the following:

1. A good design of megabyte second-level caches
could mean a 556% to 85% reduction in bus traf-’
fic.

2. The following three combinations of cache size
and degree of set associativity are in general the
most cost-effective choices for minimizing bus
traffic: (1) 1 Megabyte with 8-way set associativ-
ity, (2) 2 Megabyte with 4-way set associativity,
or (3) 4 Megabyte with 2-way set associativity.

3. The optimal choice of block size is a function of
bus width. For systems with an optimal choice
of cache size and degree of set associativity as
listed above, the optimal block size is 128 bytes
if the system has a 32-bit or 64-bit bus, 256 bytes
if the system has a 128-bit bus, and 512 bytes if
the system has a 256-bit bus.

Appendix A

The characteristics of the 15 Sparcsim traces used in
the simulation are presented in Table 10, where

e AC is an ADA compiler.
o BISON is a Yacc-like package.

474

e CHESS is a chess program.

e COMPRESS is a program that performs data
compression.

e CPP is a C compiler preprocessor.

e DIFF is an UNIX utility that compares two files
and list their difference.

e GAS is the GNU assembler.

e GCC is the GNU C compiler.

e GO is a Chinese chess program.
e INDENT is a formatter.

e LD is a line editor.

e NM is an UNIX utility that lists the symbol table
of a object file.

o QS is a quick sort program.

o TEXI2ROFF is a program that converts Tex in-
put files into ROFF input files.

e YACC is a compiler compiler.
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