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Abstract techniques have been integrated in many sys- 
tems. Unwarping the speech signals t o  ac- 

complish accurate matching is one of the 

loci of these researches [l]. In this work, we 

present a relaxation techniques to improve the 

matching, 

UnwarPing of varying Continuous 

patterns with neural arrays is studied in this 
work. These curved arrays are designed to  
solve the nonlinear time-alignment problem. 
We apply the self-organization algorithm t o  

drive and stretch these flexible arrays in a 

2-D plane to  fit speech patterns. These 

arrays plus their stretching parameters consti- 

t*ute a set of time-scaled reference templates. 

With these templates, the matching between 

unknown speech patterns and templates can 
be evaluated accurately. Two perception 
energies are devised to count the matching 
credits. One energy counts the time prece- 

dent relationships among the patterns. The 

other energy counts the matched features 

without considering the precedent relation- 

ships. A speech system which can recognize 
finite Chinese words is developed based on the 
proposed approach. 

1 Introduction 

Researches in speech recognition have 
achieved various applications. Well developed 

There is much effort expended to  the speech 
recognition with neural networks. The neu- 

ral phonetic map, developed by Kohonen [2], 
provides framed speech representations for the 

phonemes of spoken utterance. The time delay 

neural network (TDNN) [3] employs a multi- 

hyered neural architecture with overlapped 
iinput patterns which is capable of tolerating 
warped speech patterns. Many other meth- 
ods (for example, [4] and [5]) are also devised 

to  explore the temporal natures of speech 

patterns. 

To represent continuous speech patterns, a 
linear neuron array [6] has been devised t o  
represent the varying patterns. This array is 
allowed to  collect stable significant features of 

speech patterns by the self-organization train- 
ing algorithm [7]. After training, the prece- 

dent ordering of speech patterns is also formed 
on the array. This trained array provides a 

sequential representation of continuous speech 
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patterns. This array is used to organize the 
precedent relationships among the warped 
patterns. In this work, we use an argumented 

array to  further explore the time intervals 

among the speech features. This argumented 
array is allowed to bend and stretch in a 

2-D plane during a relaxation process. This 

will improve the resolution of the recognition 

in the system. 

2 Review of the Recognition 
System 

To ease the contents we briefly review the 

recognition system in [6]. 

To solve the nonlinear time-warping prob- 

lem, l -D  linear arrays are devised in the 

recognition system. Each Chinese word has 

its owner array. Each array is a reference 

template of a word with 100 unwairped 
features. The matching of unknown speech 
Datterns is determined based on these 

Before the training process, the preparation 
of spectral patterns is carried out by the signal 
pre-processing and the feature extraction pro- 

cess. The speech patterns are represented by 

the melscale coefficients as those in [8]. Each 
pattern containing 15 normalized melscale co- 

efficients is obtained from speech signals every 

9 ms. All patterns for a word are included in 
a training set for later use. Each array will be 
trained by a different training set. 

To train each reference array, each pattern 

x in a training set is randomly selected as 

the input. Let wi, i = 1 . .  . l oo ,  denote the 

synapses of the neurons, where each wi is a 

15 dimensional vector. After the initialization, 

there are two basic steps involved in the self- 
organization training process. For an input, 
pattern x, the best-matching neuron c on the 

map is determined by the minimum Euclidean 

distance, i.e., 

IIx - W C l J  = min{IIx- Will), 

i = 1 . .  ,100. (1) 

Then the synapses of the neurons within the 
neighboring region of the neuron c are adapted 

to the input pattern x with different weights 

reference arrays. Fig. 1 shows the recognition 

system. 

From experiments, 100 neurons in 
an array are enough t o  represent the fea- 
tures of a Chinese word for a single spea.ker. 
For each neuron, there are 15 weighting 
synapses corresponding to the 15 spectral 

components of a speech pattern. The synapses 

of all neurons in a reference array are off-line 

trained by the self-organization algorithm. 
The trained array preserves the precedence 
relationships and preserves stable significant 
features among the spectral patterns of a 

Chinese word. 

W’i = wi + Qh(C, i ) ( x -  W i ) ,  

i = 1 . .  ,100, (2) 

where Q is the learning rate and h is the 

neighborhood function. Note that these 100 

neurons are regularly arranged on a l-D 

straight line. The size of function h is defined 
on this line. All these parameters are deter- 
mined by experiments. The convergence can 
be reached by repeating these two training 
steps. 
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After the training process, the 1-D refer- The second perception energy E2 is de- 

ence array will preserve the statistics of speech signed t o  determine the right sequence of fea- 

patterns closely. The precedent relationships tures. We use a second order polynomial t o  

among feature patterns are also kept in the fit the cascaded array excitations in a 2-D 
array. These properties will be utilized in ob- plane. The ranges of curvature and slope of 
taining the matching credits in the recogni- this curve for correct recognition are within 

tion. predetermined limits. The E2 can be de- 
fined as the inverse of fitting errors, i.e., 

E2 ( F  Cm em . f m  -I- U ) - ' ,  where em and 
f m  is the excitation and the fitting error of 

the  itat at ion m. For a correct recognition, 

the averaged value of Ez will be larger then 

that for other words. 

1 When the input patterns of an unknown 

word are presented during the utterance pe- 

riod, neurons on the correct reference array 
are excited sequentially from one end of the 
array t o  the other end. These excitations along 

the array will display a monotonously decreas- 

ing (or increasing) pattern (see the simulation 

results) when we cascade the array excitation 
patterns for the whole utterance period in a 

2-D plane. These excitation patterns provide 

indication of correct reference array. 

Fig. 2 shows the experimental results of the 

averaged perception energy El in the cases 
of correct matching and incorrect matching. 

There are 200 Chinese words in the command 

set for machine control. We can reasonably 

define the thresholds of El for correct cases. 
When the El threshold is satisfied, i t  implies 
potential candidate. The similar results for the 

T~ evaluate the excitation pattern of neu- 
rons and find the best-matched reference tern- 
plate, two perception energies are devised. averaged perception energy E2 are &Own 

These two energies statistically measure the 
similarities of features and features' sequence 

between the reference array and the speech 

patterns' sequence. 

in Fig. 3. 

3 The Argumented Array 

The first perception energy El estimates To improve E2, we need t o  find time 
the total excitation on each array. The intervals between features in the array. Note 

El value is calculated by accumulating 
the excitations of the active neurons, i.e., 

El = (+ E, C i E A ( X )  IIX - Will + 
where T is the duration of speech signals, B 

is a small constant, 1 1  . 11 is the Euclidean dis- 

tance measure, and A(x) is the active neuron 
set for the input x. Since the significant fea- 
tures are preserved on the trained arrays, the 
averaged El energy for a correct word will be 

much larger than that  of any other word. 

that  each feature represented by a neuron in 
the array. By including these intervals, the 
excited array pattern will better approximate 

a smooth monotonic curve and close to  a 

straight line. We expect these will improve the 

fitting. The relative time interval between two 
adjacent neurons along the array can be found 
by the following relaxation process. 

We use two interval synapses which are 
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added t o  the 15 trained synapses. The array 

is allowed to  move in a 2-D plane. The posi- 

tions of the neurons are given in the plane by 

the two interval synapses. In the process, both 

interval synapses are adjusted relaxatively ac- 
cording t o  the precedence relationships among 

the features. The number of neurons in the ar- 
ray is the same as that  in the linear array. In 
addition t o  the 15 synapses for speech pat- 

terns, each neuron in the array has t,wo more 

synapses, the interval synapses pi = ( p i l ,  p i2) ,  

1. = 1 . . . l oo .  These 115 synapses are fixed with 
their trained values and kept unvaried during 
the relaxation process. 

Initially, this array has the same configu- 
ration as the trained linear array, except the 

two interval synapses. The training set con- 

tains the same sampled speech patterns. For 
each randomly selected input pattern from the 
training set, N neurons with the most ac- 
tivated excitations and N neurons with the 
least activated excitations are collected. Let 
L and S denote the neuron sets, respectively. 
The interval synapses in the two neuron set8s, 

as shown in Fig. 4, are updated by 

P’i = pi + a(?r -’ P i ) ,  i E L ,  

P’. 3 = Pj - a(71. -. Pj), j E s, (3) 

where 

1 
n-= -E.;, 

i € L  
(4) 

and a is the training rate which is a decreas- 

ing function of iterations, and the number N 
is also decreased during the relaxation pro- 
cess. These parameters are experimentally de- 
termined. We use this process to further un- 
warp the trained linear array with correct time 
interval between features. 

After relaxation, the distance llpi - pi+llI 

is the relative time interval between the fea- 

tures represented by neuron i and neuron i+ 1 
in the array. We then cascade the same array 
100 times in a 2-D plane with intervals pro- 

portional t o  these time intervals. Arrays are 

cascaded according to  the time label t ,  where 
t is re-scaled and normalized t o  a new time 
label ~ ( t ) ,  

e( t ) -1  I 1 0 0  

I j = 1  i=l  

where the function d ( i , i  + 1) is defined as 

the Euclidean distance between the interval 

synapses pi and pi+l, i.e., llpi - pi+lll. Gas- 

cading arrays with these intervals, we always 

obtain a better fitting of the excited array pat- 

tern on the 2-D plane. Fig. 5 and Fig. 6 show 

the excitation pattern on the linear array and 
the excitation pattern on the unwarped array, 
respectively. 

4 Simulation Results 

We apply the proposed method t o  accom- 
plish a Chinese continuous speech recognition 
system. In the system, there are 200 differ- 
ent Chinese words used in voice commands. 

Each command contains 2 to  7 words. A com- 
mand may have variables, such as digits. This 

command set is designed t o  control the com- 

puter system. The training set for each word 

contains the patterns obtained from a single 
person with natural utterance of the same 
word for 20 times. The sampling frequency for 

speech signals is 8000 Hz. There are about 500 - 1000 spectral patterns in each set. Total 
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training cycles for each array are 500 itera- 

tions. The real-time system is simulated on a 

personal computer with DSP boards. We also 

include the grammars of these commands to 

improve and speed the recog;nition. The train- 
ing process is carried out adaptively. For each 
new user, it takes 2 hours to reach satisfied 
recognition. Note that isolated word pronunci- 

ation is not necessary during the training pro- 

cess. The utterance of each command may be 

continuous for both training and recognition. 

To illustrate the performance of the pro- 

posed model, we carry out 500 experiments 
for 3 speakers both on the system with linear 

array and on the system with argumented ar- 

rays. Voice commands are randomly selected 

for tests. The rates of correct recognition for 

different speakers are averaged. For the two 

systems, the averaged correct rates are 89.6% 
and 96.2%, respectively. The simulation re- 

sults show that the proposed array can be ap- 
plied to solve the Chinese speech recognition 

effectively. 
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Fig. 1. The recognition system for continuous speech signals. 

I 16 , 

Fig. 2. The averaged E1 energy. Fig. 3. The averaged E2 energy. 

Fig. 4. The adaptation of the interval synapses for the argumented arrays. 

Fig.5. The excitat,iori patterns on the 

reference array for recognizing the correct 

word “ba”. 

Fig. 6. The excitation patterns on the ar- 

gumented array for recognizing the cor- 

rect word “ba”. 
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