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Abstract

This paper presents a novel approach to document cluster-
ing using hypergraph decomposition. Given a set of doc-
uments, the associations among frequently co-occurring
terms in any of the documents define naturally a hyper-
graph, which can then be decomposed into connected com-
ponents at various levels. Each connected component rep-
resents a primitive concept in the collection. The docu-
ments can then be clustered based on the primitive con-
cepts. Experiments with three different data sets from web
pages and medical literatures have shown that the pro-
posed unsupervised clustering approach performs signifi-
cantly better than traditional clustering algorithms, such as
k-means, AutoClassand Hierarchical Clustering(HAC).
The results indicate that hypergraphs are a perfect model
to capture association rules in text and is very useful for
automatic document clustering.
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1 Introduction

Due to the rapid growth of resources over the Web and
the diversity of content within any web page, automatic
tools are necessary to help users find, filter, and extract the
desired information. Search engines have become indis-
pensable tools for gathering web pages and documents that
are relevant to a user’s query. Unfortunately, inconsistent,
uninteresting and disorganized search results are often re-
turned. Without conceptual contexts, issues likepolysemy,
phrasesandterm dependencyimpose limitations on search
technology [8]. Search results can be imporved with mech-
anisms based on categories, subjects, and contents.

Document clustering is considered as a mechanism
to improve search restuls. A good search engine needs

to discriminate whether a piece of information is relevant
to users’ queries within a short time. Short of the abil-
ity to extract semantic meaning from a document automat-
ically, one hopes to find a technique that can classify or
cluster Web documents into semantic categories based on
extracted features from those documents. Given that multi-
ple concepts can be simultaneously defined in a single Web
page, it is hard to limit the number of concept categories
in a collection of Web pages. As a result, unsupervised
clustering methods are better suited for document catego-
rization on the huge, diverse, and scattered Web.

Our most important observation is that the frequent
itemsets (undirected association rules) that can be iden-
tified in a collection of documents naturally form ahy-
pergraph [11]. In this research, we explore whether hy-
pergraph partitioning represents a significant improvement
over the traditional methods, such ask-means, AutoClass
[5] andHierarchical Clustering(HAC) algorithms. Boley
et al. [4] proposed a partition-based hypergraph algorithm,
PDDP, to hierarchically split data into two branches, which
are two hyperedges based on the principal direction. The
average of the confidences of the itemsets is to determine
the hyperedges being generated or not. It is unfair if a very
small confidence of an itemset is existed from an implica-
tion direction. This paper proposes a bottom-up hypergraph
decomposition algorithm based on the support of itemsets
that is able to solve the problem.

In what follows, we start by reviewing related work
on Web document clustering in section 2. Section 3 de-
fines the association rules in a collection of documents and
illustrates the way to compute thesupportandconfidence
of each association rule. The concept and construction of
hypergraphs from the frequent itemsets generated by asso-
ciation rules is given in section 4. Section 5 presents the
hypergraph clustering algorithm for partitioning a hyper-
graph into several subhypergraphs, each of which repre-
sents a concept in the document collection. Documents can
then be clustered based on the primitive concepts identified



by this algorithm. Experimental results from three differ-
ent data sets are described in Section 6; followed by the
conclusion.

2 Related Work

Most search engines provide instant gratification in re-
sponse to user queries, however, they provide little guar-
antee on precision, even for detailed queries. There has
been much research on developing more intelligent tools
for information retrieval, such as machine learning [14],
text mining, and intelligent Web agents [12].

Document clustering has been considered as one of
the most crucial techniques for dealing with the diverse and
large amount of information present on the World Wide
Web. In particular, clustering is used to discover latent
concepts in a collection of Web documents, which is inher-
ently useful in organizing, summarizing, disambiguating,
and searching through large document collections [9].

Many methods, includingk-means, hierarchical clus-
tering and nearest-neighbor clustering etc., select a set of
key terms or phrases to organize the feature vectors cor-
responding to different documents. Suffix-tree clustering
[15], a phrase-based approach, formed document clusters
depending on the similarity between documents.

When the number of features selected from each doc-
ument is too large, methods for extracting the salient fea-
tures are taken. However, the residual dimension can
still be very large, and the quality of the resulting clus-
ters tends to be not as good due to the loss of relevant
features. Frameworks for reducing the dimension of the
feature space include principle component analysis, inde-
pendent component analysis, and latent semantic indexing
[1, 3]. Furthermore, in the presence of noise in the data,
feature extraction may result in degradation of clustering
quality [4]. Association rule hypergraph partition was first
proposed in [4] to transform documents into a transactional
database form, and then apply hypergraph partitioning to
find the item clusters.

Cutting et al. introduced partition-based clustering al-
gorithms document clustering [6]. Buckshot and fractiona-
tion were developed in [10]. Greedy heuristic methods are
used in the hierarchical frequent term-based clustering al-
gorithm [2] to perform hierarchical document clustering by
using frequent itemsets.

3 Keywords, Associations, and Documents

The word or phrase frequency distribution in a document
collection is quite different from the item frequency distri-
bution in a retail sales transaction database. Documents are
amorphous. A single word does not carry much informa-
tion about a document, yet a huge amount of words may
nearly identify the document uniquely. So finding all asso-
ciation rules in a collection of textual documents presents a
great interest and challenge.

Feldman and his colleagues [7] proposed theKDT
and FACT system to discover association rules based on
keywords labeling the documents, the background knowl-
edge of keywords and relationships between them. This is
ineffective because a substantially large amount of back-
ground knowledge is required. Therefore, the use of term
extraction modules have been propose to generate associ-
ation rules by selected key words [7]. It is beneficial for
us to obtain meaningful results without the need to label
documents by human experts.

The TFIDF value is the weight of term in each doc-
ument. While considering relevant documents to a search
query, if the TFIDF value of a term is large, then it will pull
more weight than terms with lesser TFIDF values.

Regarding to TFIDF values,information extractionis
taken to rank words in a document, which are able to iden-
tify the terms (features) that are expected to yield the best
effectiveness from a set of documents.

3.1 Feature Extraction

A general framework for text mining is consisted of two
phrases. The first stepfeature extractionis to extract key
terms from a collection of “indexed” documents; as a sec-
ond step various methods such as association rules algo-
rithms may be applied to determine relations between fea-
tures.

The most simple and sophisticated weighted schema
which is most common used in information retrieval or in-
formation extraction is TFIDF indexing, i.e.,tf × idf in-
dexing, wheretf denotes term frequency that appears in
the document andidf denotes inverse document frequency
where document frequency is the number of documents
which contain the term. It takes effect on the commonly
used word a relatively smalltf × idf value. Moffat and
Zobel [13] pointed out thattf × idf function demonstrates:
(1) rare terms are no less important than frequent terms in
according to theiridf values; (2) multiple appearances of
a term in a document are no less important than single ap-
pearances in according to theirtf values. Thetf × idf im-
plies the significance of a term in a document, which can
be defined as follows.

Definition 1 LetTr denote a collection of documents. The
significance of a termti in a documentdj in Tr is its
TFIDF value calculated by the functiontfidf(ti, dj), which
is equivalent to the valuetf(ti, dj) × idf(ti,dj). It can be
calculated as

tfidf(ti,dj) = tf(ti, dj) log
|Tr|

|Tr(ti)|

where|Tr(ti)| denotes the number of documents inTr in
whichti occurs at least once, and

tf(ti, dj) =





1 + log N(ti, dj) if N(ti, dj) > 0

0 otherwise



whereN(ti, dj) denotes the frequency of termsti occurs in
documentdj .

For the document clustering purpose, we throw the redun-
dant definition ofconfidenceand propose a simple idea on
undirected association rules.

3.2 Undirected Term Associations

Supportandconfidenceare in use for defining association
rules in a transaction database. For the purpose of docu-
ment clustering, we only need to consider when a set of
terms that co-occur would become a concept. All the docu-
ments that are composed of those terms are able to organize
a semantic cluster. Theconfidenceis unnecessary in our
framework. Undirected association rules are determined
only by thesupport, which is defined in this subsection for
a document collection. LettA andtB be two terms. The
supportdefined for a collection of documents is as follows.

Definition 2 Supportdenotes to the specific significance of
the documents inTr that contains both termtA and term
tB , that is,

Support(tA, tB) =
tfidf(tA, tB,Tr)

|Tr|
where

tfidf(tA, tB,Tr) =
1
|Tr|

|Tr|∑

i=0

tfidf(tA, tB,di)

tfidf(tA, tB, di) = tf(tA, tB, di) log
|Tr|

|Tr(tA, tB)|
and |Tr(tA, tB)| define number of documents contained
both termtA and termtB .

The term frequencytf(tA, tB, di) of both termtA andtB
can be calculated as follows.
Definition 3

tf(tA, tB,dj) =





1 + log(min{N(tA, dj), N(tB , dj)})
if N(tA, dj) > 0 andN(tB , dj) > 0

0
otherwise.

A minimal supportθ is given to filter the terms that their
TFIDF values are less thanθ. It helps us to eliminate the
most common terms in a collection and the nonspecific
terms in a document.

4 Formal Theory of Hypergraph

First we observe that the set of all association rules for a
collection of documents, naturally, forms a hypergraph of
key terms. We believe this hypergraph captures the total-
ity of thoughts expressed in this collection of documents;
and a “simple component” (which is ar-connected compo-
nent) of the hypergraph represents some one primitive unit
of concept inside this collection.

4.1 Preliminary

Let us briefly introduce hypergraphs and define some pre-
liminaries for further descriptions.

Definition 4 A weightedhypergraphG = (V,E, W ) con-
tains three distinct sets where (1)V is a finite set of vertices,
called ground set, (2)E = {e1, e2, · · · , em} is a nonempty
family of finite subsets ofV , in which each subset is called
a n-hyperedge(wheren+1 is the cardinality of the subset),
andW = {w1, w2, · · · , wm} is a weight set. Each hyper-
edgeei is assigned a weightwi. If all weights are the same,
then we say the weighted hypergraph is unweighted.

Two verticesu and v are said to ber-connectedin
a hypergraph if eitheru = v or there exists a path from
u to v (a sequence ofr-hyperedge,(uj , u(j+1)), u0 =
u, . . . , un = v).

A r-connected hyperedge is called ar-connected com-
ponent.

4.2 Main Idea

For a collection of documents, we generate a hypergraph
of association rules. Note that because ofapriori condi-
tions, this hypergraph is closed. The goal of this paper is to
establish the following belief.

Claim A connected component of a hypergraph represents
a primitiveconceptin this collection of documents.

Figure 1. A sample hypergraph example.

A hypergraph example is depicted in Figure 1. In the
graph, the vertex setV ={tA, tB , tC} that represents the
set of three key terms in a collection of documents, the edge
setE ={e1, e2, e3, e4} that represents association rules in
V , andW ={wA,B , wC,A, wB,C , wA,B,C} in which each
weigh denotes the support on an association rule.

This property satisfies the criterion of association
rules: if the support of an item set{t1, t2, · · ·, tn} is bigger
that a minimum support, so are all the nonempty subsets of
it. Hypergraphs are a perfect method to represent associa-
tion rules. In a hypergraph, the universe of vertices orga-
nizes1-item frequent itemsets, the universe of1-hyperedge
represents all possible1-item and2-item frequent itemsets,
and so on.



5 Hypergraph Components Decompositions

This section will introduce the hypergraph components de-
composition (HCD) algorithm to find all concepts, i.e., con-
nection components, in a hypergraph that is generated from
the found co-occurring terms in a collection of documents.

5.1 Hypergraph Presentation

In order for the further discussion on the hypergraph com-
ponents decomposition, let us make the following defini-
tions.

The incident matrixand theweighted incident matrix
are defined as follows.

Definition 5 Then×m incident matrixA = (aij) associ-
ated to a hypergraph is defined as

aij =
{

1 if vi ∈ ej

0 otherwise.

The correspondingweighted incident matrixA′ = (a′ij) is

a′ij =
{

wij if vi ∈ ej

0 otherwise.
,

where the weightwij denotes thesupportof an association
rule.

Each vertex inV represent a term that have been
reserved (i.e., its support is greater that a given minimal
supportθ), and each hyperedge inE is undirected that
identifies a support incident with an itemset. Each edge-
connector denotes a connected component, i.e., an undi-
rected association rules. The number of terms in an edge-
connector defines therank of a hyperedge. An edge-
connector of a hyperedge with rankr is said to be ar-
hyperedge orr-connected component. As seen in Fig-
ure 1, the edge-connector of a3-hyperedgee1 is the set
{tA, tB , tC}, which is a connected component that repre-
sents a concept in a document collection.

5.2 Algorithm

A r-hyperedge denotes ar-connected component, which is
a r-frequent itemset. If we say a frequent itemsetIi iden-
tified by a hyperedgeei is a subset of a frequent itemset
Ij identified byej , it means thatei ⊂ ej . A hyperedgeei

is said to be a maximal connected component if no other
hyperedgeej ∈ E is the superset ofei for i 6= j. Doc-
uments can be automatically clustered based all maximal
connected components.

Property 1 The intersection of concepts is nothing or a
concept that is a maximal closed hyperedge belonging to
all intersected concepts.

Since there is at most one maximal closed hyperedge
in the intersection of more than one connected components
and the dimension or rank of the intersection is lower than
all intersected hyperedges. An efficient algorithm for doc-
uments clustering based on all maximal connected compo-
nents in a hypergraph not needed to traverse all hyperedges
is easy obtained as follows.

Require: V = {t1, t2, · · · , tn} be the vertex set of all re-
served terms in a collection of documents.

Ensure: E is the set of all maximal connected components.
Let θ be a given minimal support.
E ⇐ ∅
Let E0 = {ei|ei = {ti}∀ti ∈ V } be the0-hyperedge
set.
i ⇐ 0
while Ei 6= ∅ do

while for all vertextj ∈ V do
E(i+1) ⇐ ∅ be thei + 1-hyperedge set.
while for all elemente ∈ Ei do

if e′ = e
⋃{tj} with tj /∈ e whosesupportis

no less thanθ then
adde′ in E(i+1)

removee from Ei

end if
end while

end while
E ⇐ E ⋃

Ei

i ⇐ i + 1
end while
The documents can be decomposed into several cate-

gories based on its correspond concept that is represented
by a hyperedge inE . All the hyperedges inE are maximal
connected components constructed by including all those
co-occurring terms whose support is bigger than or equal
to a given minimal supportθ. An external vertex will be
added into a hyperedge if the produced support is no less
thanθ. According to the Property 1, when a maximal con-
nected component is found, all its subcomponents are also
included in the hyperedge.

If a document consists in a concept, it means that doc-
ument highly equates to such concept, thereby all the terms
in a concept is also contained in this document. The docu-
ment can be classified into the category identified with such
concept. A document often consists of more than one con-
cept and it can be classified into multi-categories.

6 Experimental Results

As for text search systems and document categorization
systems, experimental results are conducted to evaluate the
clustering algorithm, rather than analytic statements.

6.1 Data Sets

Three kinds of datasets are experiments are taken in our
study. The first dataset is Web pages collected from Boley



et al.[4]: 98 Web pages in four broad categories and each
category is also divided into four subcategories.

The second dataset is848 electronic medical litera-
ture abstracts collected fromPubMed. All those abstracts
are collected by searching from the keywords ofcancer,
metastasis, geneandcolon. Our purpose is to discriminate
all articles in according to which organs a cancer spreads
from the primary tumor. In our study, we neglect the pri-
mary tumor is occurred in colon or from the other organs. A
few organs are selected for this study, such as, liver, breast,
lung, brain, prostate, stomach, pancreas, and lymph.

The third dataset is305 electronic medical litera-
tures collected from the journals,Transfusion, Transfusion
Medicine, Transfusion Science, Journal of Pediatricsand
Archives of Diseases in Childhood Fetal and Neonatal Edi-
tion. Those articles are selected by searching from key-
words, transfusion, newborn, fetal and pediatrics. The
MeSH categories have the use of evaluating the effective-
ness of our algorithm.

6.2 Results

The experimental evaluation of document clustering ap-
proaches usually measures theireffectivenessrather than
their efficiency[14], in the other word, the ability of an ap-
proach to make aright categorization.Recall, precision,
andF are three measures of the effectiveness of a cluster-
ing method.

Table 2 demonstrates the results of the first experi-
ment. The result of the algorithm, PDDP [4], is under con-
sideration by all non-stop words, that is, the F1 database in
their paper, with16 clusters. The result of our algorithm,
HCD, is under consideration by all non-stop words with the
minimal support,0.15. The PDDP algorithm hierarchically

Table 1. The first dataset is compared with four algorithms,
HCD, PDDP, k-means and AutoClass.

Method HCD PDDP k means AutoClass HCA
Precision 68.3% 65.6% 56.7% 34.2% 35%

Recall 74.2% 68.4% 34.9% 23.6% 22.5%

F1 measure 0.727 0.67 0.432 0.279 0.274

splits the data into two subsets, and derives a linear discrim-
inant function from them based on the principal direction
(i.e., principal component analysis). With sparse and high
dimensional datasets, principal component analyses often
hurt the results of classification, which induces a high false
positive rate and false negative rate.

The effectiveness of the second dataset is shown in
Figure 3. The use of fourteen organ related words are se-
lected for clustering those abstracts. Figure 5 demonstrates
the generated hypergraph associated with a minimal sup-
port,0.05.

Figure 2. The effectiveness of HCD on the first dataset.

Figure 3. The effectiveness of HCD on the second dataset.

Figure 4. The effectiveness of HCD of the third experiment
with minimal support,0.02.

Figure 5. The hypergraph generated from the second
dataset with minimal support,0.05.



The MeSH categories (22 categories) have been taken
to evaluate the effectiveness of HCD on each individual cat-
egory of the third dataset. Document clustering is based on
the MeSH terms related to “Transfusion” and “Pediatrics”.
The effectiveness of all categories is shown in Figure 4.
The MeSH categories are a hierarchical structure that some
categories are the subcategories of the other categories.
Many concept categories are shared with the same termi-
nologies that induces a high false negative rate by HCD
on document clustering. In this dataset documents are not
uniform distributed in all categories, some categories only
contain a few documents that makes their latent concepts
restricted by a few terms, for example, theAnemiaand the
Surgerycategories whose precision are both below70%.

7 Conclusion

Concept identification from text documents is an open re-
search problem. Whilepolysemy, phrasesand term de-
pendencypresent additional challenges for it, single terms
are often insufficient to identify specific concepts in a doc-
ument. Discriminating term associations naturally helps
distinguish one category from the others. While most
methods, likek-means, HCA, AutoClassor PDDP clas-
sify/cluster documents from the matrix representation, ma-
trix operations cannot discover all term associations. Hy-
pergraphs allow a efficient way to find term associations in
a collection of documents.

The paper presents a noval approach to document
clustering based on hypergraph decomposition. An ag-
glomerative method without the use of distance function
is proposed. A hypergraph is constructed from the set of
co-occurring frequent terms in the text documents. The
r-hyperedges, i.e.,r-connected components, can represent
basic concepts in the document collection. Comparing
with traditional clustering methods, such ask-means, Au-
toClassandHierarchical Clustering(HAC), as well as the
partition-based hypergraph algorithm,PDDP, on three data
sets, the hypergraph component decomposition algorithm
demonstrated superior performance in document cluster-
ing. The results illustrate that hypergraphs are a perfect
model to denote association rules in text and is very useful
for automatic document clustering.
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