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Abstract

This paper introduces a novel scheduling problem called 

the active interval scheduling problem in hierarchical wireless 

sensor networks for long-term periodical monitoring 

applications. To improve the report sensitivity of the 

hierarchical wireless sensor networks, an efficient scheduling 

algorithm is desired. Therefore, in this paper, we propose a 

compact genetic algorithm (CGA) to optimize the solution 

quality for sensor network maintenance. The experimental 

result shows that the proposed CGA brings better solutions in 

acceptable calculation time.   

1. Introduction 

Sensors have been widely used in various applications 

(e.g., health, military, home). Traditionally, people apply 

sensors to detect the status of certain objects. Whenever the 

detection results diverge from normality significantly, alerts 

occur and corresponding procedures may be carried out. This 

workflow at current juncture no longer satisfies many 

applications because they do require the function of early 

warning. To reach the goal of early warning, long-term and 

periodical monitoring becomes necessary. Since data 

collection is a costly task, it is desirable to have an automatic 

detection results collecting mechanism in most long-term 

periodical maintaining. This motivates the design and 

implementation of novel and advanced sensor network 

technologies. 

Most wireless sensor networks such as the WINS[1], the 

PicoRadio[2] and the AMPS[3] base their design on an ad hoc 

(multi-hop) network technology [4, 5, 6] that focus on 

organizing and maintaining a network formed by a group of 

moving objects with a communication device in an area with 

no fixed base stations or access points. Although ad hoc 

network technologies are capable of constructing a sensor 

network, the design and implementation of sensor networks 

for monitoring stationary nodes such as construction sites, 

historic buildings and bridge areas can be furthered simplified 

to reduce power consumption and overhead. Based on the 

nature of immobile nodes, previous studies such as SMAC [7], 

TMAC[8] and DMAC[9] proposed their new MAC designs 

for reducing the power consumption of wireless sensor nodes. 

Although their solutions do reduce the power consumption of 

sensor nodes, however, their studies do not improve other 

network issues such as construction cost minimization, routes 

maintenance, scalability, etc.  To efficiently reduce the 

network construction cost and network maintenance cost, [10] 

proposed a novel hierarchical sensor network (HSN) 

architecture. 

In the HSN architecture, all the sensor nodes in the 

sensor network are designed to be equipped with no functions 

for message forwarding and channel scheduling. To forward 

the detection results for the sensor nodes to the global control 

center (GCC), a special purpose device call the local control 

center (LCC) is introduced in the HSN. Each LCC adopts 

centralized communication protocols to communicate with 

the adjacent sensor nodes. A LCC and the adjacent sensor 

nodes form a cluster and hence the network is partitioned into 

several clusters. The LCC then forward the detection results 

reported from the sensor nodes in the same cluster to the GCC. 

To further reduce the power consumption of the sensor nodes, 

each LCC not only helps its sensor nodes to learn the correct 

communication time but also avoid the possibly interferences 

from other clusters to protect the inner-cluster 

communications. This approach brings numerous advantages 

in network construction cost minimization and network 

maintenance cost minimization. We state the obvious 

advantages as follow.  

1. Since the sensor nodes in the HSN architecture can be 

designed to be equipped with no functions for message 

forwarding and channel scheduling, the design and 

implementation cost of the sensor nodes can be reduced 

significantly. This implies that the network construction 

cost can be further reduced if each cluster contains 

sufficient sensor nodes in average.  

2. Since the sensor nodes need not forward messages for 

other sensor node and the LCC can help the sensor node 

to learn the correct communication time, the sensor node 

can correctly turn off its antenna. This significantly 

extends the lifetime of the sensor nodes and hence 

significantly reduces the network maintenance cost since 

the network maintainers can make less effort in 

maintaining the sensor nodes. 

3. Because the number of LCC is much less than the 

number of sensor nodes, the complexity of the 

condensed network which contains only the LCCs is 

reduced significantly. This greatly simplifies the 

network maintenance cost in routing and multiple access 

problem issues, especially for large scale wireless sensor 

networks. 
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The advantages above motivates us to study the HSN. 

Although the centralized communication protocol proposed 

by [10] efficiently solves the multiple access problems [11] 

inside each cluster, the interferences between the 

communications in two adjacent clusters still occur. To avoid 

the interferences between adjacent clusters, adjacent LCCs 

should communicate with their sensor nodes in different time 

intervals. That is, the two adjacent clusters should not be 

active simultaneously. It implies that the GCC should provide 

a scheduling mechanism which can specify each LCC a 

periodical time interval to communicate with its sensor node. 

The scheduling mechanism can be evaluated in several 

dimensions depending on the applications. For static sensor 

networks, the scheduling mechanisms are mainly measured 

by the flexibility of report sensitivity determination and 

rescheduling frequency. The report sensitivity is the 

frequency of reporting the detection results from the sensor 

nodes to the GCC. An ideal scheduling mechanism should 

allow users to flexibly specify the report sensitivity according 

to the application requirements and minimize the 

rescheduling activities. 

This paper is organized as follows. The architecture and 

the protocols of the HSN are presented in Section 2. The 

active interval scheduling problem and its cost model are 

presented in Section 3. To provide better solutions for the 

network maintainer, a compact genetic algorithm [12] is 

proposed in Section 4. The experimental results and 

comparisons are presented in Section 5 and the conclusions 

and future works are drawn in Section 6.

2. Hierarchical sensor network 

architecture 

2.1 The system architecture 

Figure 1. The network architecture for sensor networks with 

immobile sensors. 

Figure 1 shows the proposed network architecture. In 

this architecture, the sensor network is partitioned into several 

clusters. Each cluster contains several sensor nodes and a 

local control center (LCC). A sensor node has capability to 

detect and then reports the detection results to its LCC. The 

detection results are then routed back to the sink through a 

wireless network called Core Network constructed by only 

the LCCs. The sink may communicate with the global control 

center (GCC) via Internet or satellite. 

Because this architecture is designed for the applications in 

which all the sensor nodes are immobile, the corresponding 

protocols can apply centralized approaches to solve the 

multiple access problems inside each cluster. Specifically, 

inside each cluster, the LCC applies the polling protocol to 

communicate with all its sensor nodes. This approach allows 

each sensor node to equip with no functions for message 

forwarding or channel scheduling and hence significantly 

reduce the computation cost and design complexity. This also 

implies that this approach can largely reduce the 

implementation cost of each sensor node and hence reduce 

the cost of building and maintaining a sensor network. 

2.2 The power saving mechanism for sensor 

nodes 

Power resource is precious for sensor nodes in many 

applications [4, 5, 6]. To further reduce the power 

consumption for each sensor node, the concept of cluster 

node is introduced. That is, each cluster is a node in the core 

network. Figure 2 shows the life cycle of a cluster node. 

Figure 2. The life cycle of a cluster node. 

Whenever a LCC joins this network and completes the 

initialization procedure, the corresponding cluster node is in 

the operation stage. In this stage, the cluster node may be in 

active mode or idle mode. A LCC is allowed to communicate 

with its sensor nodes if and only if the corresponding cluster 

node is in active mode. This implies that its sensor nodes can 

turn off their antenna and idle its CPU whenever its cluster 

node is in idle mode. This also implies that the sensor nodes 

can significantly reduce their power consumption in the idle 

mode. 

Although this mechanism significantly reduces the 

power consumption of all the sensor nodes, however, this also 

brings several new problems. First, whenever a sensor node 

turns off its antenna, its LCC cannot communicate with it. In 

this situation, the sensor node has to correctly set up an alarm 

clock before its CPU become idle. Therefore, designing a 

protocol to correctly set the alarm clock for each sensor node 

is crucial. Second, if two adjacent cluster nodes are in the 

active mode simultaneously, the communications inside one 

cluster node may interfere with the communications inside 

the other cluster node. This implies that adjacent cluster node 

should not be active simultaneously. 

In [10], the authors proposed several protocols to solve 

the first problem. The second problem is called the active 

interval scheduling problem in [10]. To facilitate the present 

of the active interval scheduling problem, we cite the 

protocols for solving the first problem in Section 2.3. We then 

state the problem in Section 3 and propose a compact genetic 

algorithm to solve the active interval scheduling problem in 

Section 4. Besides, several network topology maintenance 
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problems are also crucial for supporting this power saving 

mechanism. Since they do not affect the main issue of this 

study, therefore readers may reference [10] for more detail 

regarding the network topology maintenance mechanism of 

HSN. 

2.3 The protocols inside each cluster 

In [10], each cluster node is assumed to be active 

periodically and all the cluster nodes apply the same period. 

This assumption is held in most long-term periodical 

monitoring applications. According to this assumption, the 

concept of detection cycle is introduced and the length of 

detection cycle is denoted as ldc. Figure 3 shows an example 

of detection cycle of a sensor network. In figure 3, a cluster 

node becomes active at time ts and become idle at time te in 

each detection cycle. Therefore, each sensor node of a cluster 

can set its alarm clock at time te and then wake up at time ts in 

the next detection cycle. For convenient, the time interval (ts,

te) is said to be the active interval of the cluster node. 

Figure 3. The detection cycle of a sensor network.

Figure 4. The compositions of an active interval.

In the proposed protocols, each active interval is 

partitioned into three periods as figure 4. The registration 

period is used for the sensor nodes which belongs to no 

clusters and desires to join this network. In the ending period 

the LCC broadcasts the time of the next active interval of this 

cluster to all its sensor nodes. The ending period is crucial 

since it allows the system to adjust the active interval of 

certain clusters. In the polling period, the LCC sequentially 

communicates with all its sensor nodes. The readers may 

reference [10] for more details. 

3. The active interval scheduling problem  

Scheduling the active interval of each cluster is crucial 

for the HSN maintenance. There are numerous requirements 

in the active interval scheduling problem. First, the active 

intervals of the adjacent clusters should not be overlapped to 

avoid the possibly interferences between adjacent clusters. 

Second, the system should allow the network maintainers to 

specify the length of the detection cycle. Since the network 

topology is not invariant forever, therefore,  the existing 

schedule may become infeasible whenever a sensor node or 

LCC joins this network. In this situation, the network 

maintainer has to reschedule the active intervals of the 

clusters Since the rescheduling procedure is a costly activity, 

therefore, extending the lifetime of each active interval 

schedule is also a key issue in the active interval scheduling 

problems. In [10], the authors propose an active interval 

scheduling procedure and we present the procedure in Section 

3.1. The procedure takes the above requirements into 

consideration, with associated to the corresponding 

optimization problems. 

3.1 The active interval scheduling procedure 

Figure 5 shows the active interval scheduling procedure. 

Whenever a new sensor node joins a cluster, the active 

interval of this cluster becomes longer. In this situation, the 

enlarged active interval may overlap the active interval of the 

adjacent clusters and hence make the existing schedule 

infeasible. Whenever the system perceives that the existing 

active schedule becomes infeasible, it starts the active interval 

scheduling procedure to reschedule the active intervals of all 

the clusters to avoid the interferences among the adjacent 

clusters. Besides, the system would request the corresponding 

LCC to block the newly joint sensor nodes until it generates a 

new feasible schedule. 

Figure 5. The active interval scheduling procedure. 

Activate all the cluster nodes sequentially may be the 

simplest method in finding a non-interference schedule. 

Although this approach works, however, when the network 

contains numerous clusters, the value of the ldc may be too 

large to make the users unacceptable. Therefore, the system 

should allow the users to specify the value of the ldc

according to the specification of the corresponding 

applications. Based on this requirement, we say that an active 

interval schedule is feasible if it is a non-interference active 

interval schedule and its ldc = ldcusr.

Whenever the user specifies the value of the ldcusr, the 

system starts to search a feasible active interval schedule. If 

the value of the ldcusr is too small, there may be no feasible 

solution. In this situation, the user should try another value. 

To facilitate the determination of ldcusr, the active interval 

scheduling procedure first calculates ldcmin, the minimal value 

of the feasible ldc. Whenever the system estimates the value 

of the ldcmin, it starts to search the optimal feasible active 

interval schedule as long as the relation ldcmin ldcusr is true. 

Otherwise, it requires the user to specify another value for 

ldcusr. If the value of the ldcmin is small enough, then the users 

have higher freedom in determining the value of ldcusr.
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As long as ldcmin ldcusr, the system starts to search an 

optimal feasible active interval schedule. The method of 

searching an optimal feasible active interval schedule given 

ldcmin ldcusr has been satisfied is very simple. The readers 

may reference [10] for more detailed. Therefore, minimizing 

the value ldcmin is the main challenge in the active interval 

scheduling procedure and hence this paper focuses on solving 

this problem. 

3.2 The definitions and cost model 

To facilitate the presentation of the cost model and algorithms 

for minimizing the value of ldcmin, we adopt the following 

definitions proposed in [10]. 

Def. 1. CL = {C1, C2, …, Cn} be the set of all clusters, where 

n is the number of cluster nodes in the core network. 

Def. 2. For each 1 i n, cluster Ci contains si sensors. 

Def. 3. The active interval of Ci is denoted as (ts(i), te(i)). 

Def. 4. Two clusters Ci and Cj are adjacent if any sensor 

node in Ci can receive any broadcasted messages 

from the LCC of Cj to the sensor nodes of Cj.

Def. 5. For two different clusters Ci and Cj, Rij = 1 if Ci and 

Cj are adjacent and Rij = 0 otherwise. 

Since ldcmin = min{ te(i) | Ci CL}, and the power 

saving mechanism presented in Section 2.2 requires adjacent 

cluster nodes can not be active simultaneously. Therefore, the 

cost model for ldcmin minimization is stated as follow.

Minimize ldcmin                   (1)

Subject to 

 1 i j n, (ts(i), te(i))  (ts(j), te(j)) = 

if Rij = 1                                                                   (2) 

Where

ldcmin = min { ts(i) + si tr + tc | Ci CL}                     (3) 

4. The proposed compact genetic 

algorithm

In [10], the authors proposed two greedy algorithms to 

minimize the value of ldcmin. Although the greedy algorithms 

can rapidly generate low cost solutions, however, the solution 

quality can be further improved by more sophisticated 

algorithms. In this section, a compact genetic algorithm 

(CGA) is proposed to generate each selection which brings 

lower-cost solutions. 

The CGA represents the population as a probability 

distribution over the set of solutions, and is operationally 

equivalent to the order-one behavior of the simple GA with 

uniform crossover. Based on CGA and adaptive rules, the 

proposed approach consists of global and local strategies by 

probability-based mutations. CGA operates on a population 

of potential solutions, applying the principle of survival of the 

fittest [13] to produce successively better approximations to a 

solution 

4.1 The Algorithm Design Principle 

Figure 6. The algorithm design principle.

Figure 6 shows the methodology of the algorithm design 

for solving the active interval scheduling problem. In figure 6, 

the set of all clusters are classified into m sets V1, …, Vm. The 

set Vi is called the ith selection of the solution. The 

classification only requires that, for each 1 i m and for 

each {X, Y} Vi, X and Y are not adjacent. Because no cluster 

interfere any other clusters in the same selection, therefore, 

the clusters in the same selection can be active 

simultaneously. In figure 6, the active interval of each cluster 

in the ith selection is a sub-interval of (ti-1, ti), where ti – ti-1 = 

max{ te(k) – ts(k) | Ck is a cluster in the ith selection}, and 

ldcmin = tm.

4.2 The chromosomes and initial population 

Assume that i –1 selections have been determined and 

there are n(i) clusters CL(i) = {C (i, 1), …, C  (i, n(i))} CL

which are not classified to any selection. In this situation, for 

convenient, we make the following definitions 

Def. 6. A chromosome is defined to be a vector of ordered 

pairs <(u1, p1), …, (un(i), pn(i))>. For each 1 j n(i),

uj = 1 implies that the cluster C (i, j) should be 

selected in the ith selection and uj = 0 otherwise. 

Besides, pj is denoted as the possibility of selecting 

the cluster C  (i, j). And we say that the chromosome 

selects the cluster C (i, j) iff uj = 1. 

Def. 7. For chromosome X = <(u1, p1), …, (un(i), pn(i))>, the 

vector <u1, …, un(i)> is called the selection vector of 

X, the vector <p1, …, pn(i)> is called the probability 

vector of X and the set {1 j n(i)| uj = 1} is called 

the selected index of X.

Def. 8. A chromosome is said to be feasible if, for each two 

different clusters C  (i, x) and C  (i, y) in CL(i), C  (i, x)

and C  (i, y) are adjacent implies (ux, uy)  (1, 1).  

Def. 9. A chromosome X is said to be a corrected 

chromosome of chromosome Y if X is a feasible and 

the selected index of X is a subset of the selected 

index of Y. Besides, we denote CC(Y) to be the set 

of all corrected chromosomes of Y. A correctness 

chromosome x of chromosome X is said to be a 

maximal correctness chromosome of X if, x

CC(X), the number of elements of the selected index 

of y is greater than or equal to the number of 

elements of the selected index of x.

All the chromosomes in the each population are 

generated by two steps. First, determines the probability 
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vector. Second, applies the probability vector to randomly 

generate the selection vector. That is, the probability of uj = 1 

is pj. All the chromosomes in the initial generation own the 

same probability vector <p1, …, pn(i)> with p = pj for all 1 j

n(i) . The parameter p is called the initial probability vector 

generator (IPVG). 

4.3 The genetic operators 

Given the set of all chromosomes of a certain population, 

the proposed CGA applies the crossover and competition 

operators to generate the probability vectors of all the 

chromosomes in the next generation. 

Competition 

The competition operator evaluates the fitness of two 

chromosomes. Given two chromosomes X and Y, the 

competition operator generates two chromosomes called 

winner and loser. If the fitness of X is higher than Y, then 

winner is set to be X and loser is set to be Y. The competition 

operator applies the following steps to determine the winner

and loser.

Step 1. Randomly generate a maximal correctness 

chromosome of X.

Step 2. Given the condition that the previous i-1 selections 

have been determined and all the clusters which are 

selected by the maximal correctness chromosome of 

X have be classified into the ith selection, apply the 

Algorithm 1 to generate an active interval schedule 

AISX.

Step 3. Apply Step 1 and Step 2 to generate an AISY for Y

If the cost of AISX is lower than the cost of AISY, then set 

winner to be X and then set loser to be Y. Otherwise, set 

winner to be Y and then set loser to be X.

Crossover 

Given two chromosomes X and Y, the competition 

operator derives two chromosomes winner and loser. If the 

winner selects the cluster C  (i, j) but the loser does not, then 

the new chromosome should have higher probability to select 

this cluster. On the other hand, if the loser selects this cluster 

but the winner does not, then the new chromosome should 

apply lower probability to select this cluster. Based on this 

concept, the crossover operator applies the procedures below 

to generate a new chromosome from two given chromosomes 

X and Y.

Step 1. Apply the competition operator to derive the two 

chromosomes winner and loser.

Step 2. Let j = 1 

Step 3. If j > n(i), terminates this procedure 

Step 4. Let Pwin(j) = the probability that the winner selects 

the cluster C (i, j), Plose(j) = the probability that the 

loser selects the cluster C (i, j), Pmin(j) = min{ Pwin(j),

Plose(j)} and Pmax(j) = max{ Pwin(j), Plose(j)}. 

Step 5. If the winner selects the cluster C (i, j), go to step 8.

Step 6. If the loser selects the cluster C (i, j), then set the 

probability that the new chromosome will select C (i, j)

to be Pmin(j) – 1/S, where S is the population size. 

Otherwise, set the probability that the new 

chromosome will select to be Pwin(j). 

Step 7. j = j+1 and then go to step 3. 

Step 8. If the loser selects the cluster C (i, j), then set the 

probability that the new chromosome will select C (i, j)

to be Pwin(j). Otherwise, set the probability that the 

new chromosome will select to be Pmax(j) + 1/S.

Step 9. j = j+1 and then go to step 3. 

4.4 The proposed compact genetic algorithm 

According to the definitions Def. 6 – Def. 9, the 

proposed compact genetic algorithm for generating the ith

selection is stated as follow, where G in Step 3 is the maximal 

generation of this algorithm. 

Step 1. Let g = 1.

Step 2. Randomly generate S chromosomes each one of 

which has the same probability p to select all the 

remaining clusters.

Step 3. If g > G, go to step 8. 

Step 4. Let h = 1 

Step 5. Randomly selects two chromosomes X and Y

generated in the gth generation, and then applies the 

crossover operator to generate a new chromosome in 

the (g+1)th generation 

Step 6. Let h = h+1. If h S, go to step 5. 

Step 7. If there are any chromosomes in the (g+1)th

generation which definitely select or definitely not 

select a certain cluster, then let g = g + 1 and then go 

to step 8. Otherwise, let g = g + 1 and then go to step 

3.

Step 8. Apply the Algorithm 1 of [10] to generate an active 

interval schedule for each chromosome in the gth

generation. Select the chromosome whose derived 

active interval schedule has lowest cost and then 

terminates this algorithm. 

The selection vector of the chromosome which is 

selected in Step 8 indicates the ith selection of the active 

interval schedule. Therefore, by applying algorithm 2 

continuously until n(i) = 0, an active interval schedule is 

generated. 

5. Experiments and comparisons  

The experiments were performed on an Pentium IV 2.6 

GHz PC with 1 GB memory running windows XP operation 

system. In all the experiments, tc is 10 time units, tr is 1 time 

unit, the population size S of solving each problem is 100, the 

maximal generation of each experiment G is 60000 and the 

IPVG is 0.5. Because different hardware brings different 

value for tc and tr due to the hardware response time, this 

study does not adopt any time unit.  

Five benchmark problems proposed in [10] are examined 

in the experiments. Each benchmark problem contains an 

adjacent matrix which specifies the value of Rij and a payload 

table which indicates the number of sensor nodes of each 

cluster. Readers may reference [10] for more details about the 

benchmark problems. 
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Table 1. The experimental results 

CGA 

Problem
Algorithm 

1 in [10] 

Algorithm

2 in [10] Cost 
CPU 

time 

1 344 328 324 0.37 

2 566 548 532 1.54 

3 564 557 544 2.79 

4 791 773 752 5.59 

5 1396 1361 1138 10.29 

Table 1 compares the cost of the best solution of 

problem 1 to problem 5 derived by the greedy algorithms 

(Algorithm 1 and Algorithm 2 in [10]) and the compact 

genetic algorithm. The CPU times for generating the best 

solutions by the greedy algorithms are not presented in Table 

1 since they are too small and hence been ignored in this table. 

The unit of the CPU time is 1 second. The experimental result 

in Table 1 shows that the CGA can further improve the 

solution quality in acceptable calculation time. 

6. Conclusions and future works  

In this paper, we first introduce the proposed HSN 

architecture for sensor networks with immobile sensors and 

then introduce a new scheduling problem called the active 

interval scheduling problem in the HSN sensor networks. In 

order to find sensitive enough schedule, a compact genetic 

algorithm is designed and proposed. The experimental result 

shows that the CGA can further improve the solution quality 

in acceptable calculation time. 

The HSN can also be applied in dynamic sensor network 

with immobile or group moving sensor nodes. In many 

construction sits, new sensor nodes and LCCs join and 

disjoint to the sensor network frequently. This implies that the 

length of the active interval of each cluster changes 

frequently. Therefore, designing an efficient mechanism for 

reducing the re-schedule activities is an important issue. 

In [10], the author assumes that all the clusters actives 

periodically with the same period. However, in some 

applications, the GCC would like to learn the status of certain 

areas more frequently. In this situation, the assumption should 

be relaxed. Therefore, designing a scheduling mechanism for 

the sensor network with heterogeneous active periods is also 

an important issue for the sensor network managements. 

Besides, the proposed scheduling mechanism assumes that the 

sensor network is a homogeneous sensor network. Because 

the HSN architecture does not forbid heterogeneous sensor 

nodes, therefore, formulate a new scheduling problem for 

heterogeneous sensor networks and design a scheduling 

mechanism for solving the scheduling problem are also 

important future works. 
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