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Abstract

The Probabilistic Data Association (PDA)
filter deals with tracking a single target in an
environment of randomly - distributed clutter.
Significant performance degradation occurs when
the measurements originate from a biased and
nearly stationary clutter rather than a
non-stationary nor non-biased one. We propose a
modified PDA filter to achieve successful tracking
in such an environment. Simulation results
demonstrate the feasibility of the proposed

approach.
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1 Introduction

In many tracking problems, a vision sensor
provides the coordinates of each detected target.
Measurements are affected by noise which is
modeled as Gaussian. As the sensor repeats the
process of detection, the sequence of images can
be processed in a proper filter to smooth the
measurement noise, thus providing target tracks. In
the practical case, the problem is complicated by
the false alarms owing to system noise and clutter.

By clutter we refer to the undesirable detections of
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the nearby objects, electromagnetic interference,
etc. This may lead to several measurements in the
“validation region” [1] of a single target. The
sensor information of the target of interest is called
the “target-originated measurement” in the
Probabilistic Data Association (PDA) literature.
The PDA Filter [1][2] is a technique which handles
the difficulty of false data, where the measure-
ments are processed with a probabilistic weighting
within the state estimation procedure.

The original PDA filter assumed a single a
priori probability density function for the false
the work [4]

establishes a new false measurement model of

measurements [1]. Recently,
multiple a priori probability density functions.
Although these models might work for radar/sonar
tracking missions, they are not valid in visible-
light object tracking, which is of great concern in
Data

distortion factors, such as partial occlusion and

the robotics and automation society.
presence of clutter, can lead to false alarms whose
distribution are unknown a priori [2], but which
usually occur at ‘almost the same position in
consecutive frames with small variance. In other
words, false measurements should be modeled
with nearly stationary, biased, but unknown
probability density function.

In this paper, we propose a new filter to
remedy the weakness of the PDA filter when
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dealing with nearly stationary and biased clutter.
This method does not require a priori knowledge
about the distribution of the clutter.

In section 2, we present a stochastic model
based on which all the underlying objects are
represented. Section 3 briefly describes the
elements of the standard PDA filter. Section 4
describes the proposed modified PDA filter
featured in a new construction of the data
association probabilities. Section 5 details the
comparison of the standard approach and the
proposed one through a number of simulations.
Finally, some concluding remarks are given in
section 6.

2 The Stochastic Model

The dynamics of the target of interest are

modeled by the equation

x(k+1) =Fx(k)+v(k)
where the process noise vector w(k) is assumed
to be white Gaussian with mean zero, and

E{w(wey }=6,Q .
The measurement system is modelled as follows.
If the measurement originates from the target
(instead of from clutter), then

z(k) = Hx(k) + w(k) .
and the measurement noise is taken to be white
Gaussian with mean zero, and

E{w()wk)" }=6,R .
Note that both the matrices Q and R are assumed

known.

3 The PDA Filter

The Probabilistic Data Association (PDA) filter
[1][2] is used to handle the problem of measure-

ment origin uncertainty. It computes the posterior
association probabilities for all current candidate
measurements in a validation gate and uses them
to form a weighted sum of innovations for
updating the target’s state in a suitably modified
version of the Kalman Filter. Assume that the PDA
filter has been initialized using one of several
available techniques [1], and false measurements

enter the system since time step k.

3.1 The Validation Region
The measurements are reduced to a set of
m, validated measurements by defining the

following validation region
) ={z, v @8 ® v.(o <7}

where v, (k) =z,(k)-2(k|k-1), i=],..,m,, is the
innovation. Each measurement z; that lies within
this region is considered validated. The threshold
¥ is obtained from tables of the chi-square
distribution [1], since the weighted norm of the
innovation that defines the validation region is
chi-square distributed with the number of degrees
of freedom equal to the dimension of the

measurement.

3.2 State Estimation
Suppose that at time & there are a number of
m, validated measurements. The set of validated

measurements at time & is denoted by
Z(ky={z,®)} "

and the cumulative set of measurements up to time
kis

z' ={z} .
Define the events 6,(k)={z(k) is the target
originated measurement}, i=1,.,m, , and

8,(k) = {none of the measurements at time & is

target-originated} with probability
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Bk =Pla®)zt}, i=01,..m,.

The procedure that yields these probabilities is
called Probabilistic Data Association, and will be
given in the next section. At the moment, we
assume they are known.

By the total probability theorem [1], the
conditional mean of the state can be written as

&k k) = E{x(t) | Z*}

=S E{xt) 16,024 }P{6,0| 2]

i=0

my
=D X, (k| k)B; (k)

i=0
where &,(k|k) is the updated state estimate
conditioned on the event that the i® validated

measurement is correct. This is given by the
standard Kalman Filter as

X, (k| k)=x(k | k-1)+ W(k) v.(k)
where v,(k)=z,(k)-2(k|k-1)is the corresponding
innovation, and W(k) is the standard Kalman

gain. The error covariance associated with the

updated state estimate is defined as

P(k | k) ={ [x(0) - k(e | O] [x(e) - %k | O] |24}
and can be evaluated [1] by

Pk [ k)= B, (K)P(k | k—1)+[1- B, (E)IP° (k | k) + B(k)

where

i=l

P(k) = W(k)(Zﬁi (k)Y v,(6) VIk) = v(k) vI(k) )WT(k)

and

P(k| k)= (1- W()H)P(k | k-1).
Now that we have obtained x,(k|k), it remains to
find out the values of S;(k).

3.3 The PDA Weights
The association probabilities f,(k) are deve-

loped in detail in [1] and require knowledge of the
probability mass function of the number of false

measurements. Assuming a nonparametric diffuse

prior [1], the association probabilities are given by
By=mmme 5 i=0,Lmy M

L
2 €
i=0 !

where
e = exp(—% v, (K)S7 (k) v, (k)), i=l,...,m,

e, =(2/y)""*m,c, (1-B,P,)/P, 2

with P, being the probability that the target-

originated measurement falls within the validation
gate, P, being the probability that the correct
measurement is detected, and ¢, being the
volume of the #, dimensional unit hyper-
sphere(c, =2, ¢, =7, c; =4x/3, etc.)[1].

4 The Modified PDA Filter

In this section, we state the main contribution
of the paper. The derivation of the association
probabilities (1) required knowledge of the
probability mass function of the number of false
measurements [1]. Both parametric and non-
parametric models [1][3]{4] were used for this
PMF, but as argued in section 1, these models are
not realistic due to the nearly stationary and biased
characteristics of clutter in certain kinds of
tracking missions, especially in visible-light target
tracking,. We explicitly take these characteristics
into account in modifying the derivation of the
association probability.

Define

my(k) = min |z, (k) - z, (k - 1)
J

i=l.,m,j=1.,m_
The points mJ(k), i=l,..,m,, can be separated
into two clusters in one-dimensional space: the
cluster with smaller values is originated from

current-previous measurement pairs,

1360



(z,(k),z;(k-1)), with both measurements being

nearly stationary; the cluster with larger values

comes from either "nonstationary-nonstationary"

pairs, or "nonstationary-stationary" pairs. The
target-originated measurement will belong to the
latter cluster due to the motion of the target.

We could use hypothesis testing or statistical
pattern recognition techniques to find the decision
boundary for the two clusters, and the discriminant
function would be helpful in deriving the modified
association probabilities. The idea is that the larger
the probability a measurement belongs to the
non-stationary class is, the larger the probability
that this measurement is the target-originated one
will be.

By converting the distribution of m, (k) into

a histogram, the hypothesis testing problem

reduces to an one-dimensional thresholding

problem. We suggest the iterative threshold
selection scheme [5] for finding the threshold
value:

Step 1. Assuming no knowledge about if a
measurement is stationary (Class A) or
non-stationary (Class B), arbitrarily
select one measurement from =1,. m,
and assign it to Class A, the others to
Class B. Assign T°=0.

Step 2. At step t, compute

Ziedw Alm" (k)l

#of Class A measuremernts

Z:eam Blm’(k)l

#of Class B measuremerts

LA
M, =

Moy =
ot = B ¥l
2
Step3. Use T** as the threshold for classifi-
cation:
if Jm, (k)] <T",ie ClassA
else ie ClassB
Step 4. If T =T, return to step 2; else, the
optimal threshold is found, and all

measurements are classified into either
Class A or B.

]

0 5 10 15 20
Fig. 1: A typical histogram of m,(k). We use the

0

iterative threshold selection scheme to find the optimal
threshold.

After obtaining the optimal threshold, we could

define the discrimination function as

1, if i€ non-stationarymeasuremert

{l(k)={

0, if i e stationary measurement
i=l..,m,
and
¢ (k) =1.
Finally, we define the modified association

probabilities as

é

e
E e,
i=0 ¢

, i=0,1,...,m,

BB = x4 (0

where

C=i{(i(k)x & ]
= e
with ¢, i=0,1,..,m, being defined as in (2).
Question arises if such a decision boundary or
threshold does not exist or is ill-defined. In fact,
this implies that the oscillation of the nearly
stationary false measurements is too large to be
discriminated from the non-stationary ones. In this
case, all measurements belong to the same class
(non-stationary), and the discriminant function will
assign equal probability to all measurements. The
proposed modified PDA filter then reduces back to
the standard PDA filter. This argument suggests
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that the proposed modified PDA filter would work
at least as good as the original standard PDA filter
in a pure non-stationary clutter environment, while
superior in a hybrid (non-stationary and stationary)

clutter environment.

5 Simulation Results

Simulations were done for a target modeled as
moving with constant velocity in a plane with
process noise accounting for slight changes in
velocity. The plant equation for this model,
discretized with time interval T, is

x(k+1)=Fx(k)
where the state is

x=l & y 3T

and
1 TOO
010090
F=
0 01T
0 0 01

The measurements originated from the target in
track are given by
2(k) = Hx(k) + w(k)

1
H= 000
0010

Etw()}=0; E{w(j)w(k)" }=R,

where

and

The simulation used the following numerical
values: sampling interval T=1s, R, =R,, =200m?,
R,=R,=0 , P,=1 , P.=095 |,
x©=[00m 0 10'm -15ms] ..

Initialization was done in a clean environment
(with no false measurements) with two-point
differencing [1] and false measurements are
introduced into the system at time ¢ = 10s. The

non-stationary false measurements are generated at

each time step independently and uniformly
distributed within the whole two-dimensional
space. The stationary false measurements are
generated uniformly distributed and biased in a
confined region and keep a small oscillation at
every sampling time. The confined region is a
rectangle with corners (170m, 9850m), (190m,
9850m), (170m, 6850m), and (190m, 6850m). The
small oscillation is simulated by Gaussian noise
with zero mean and identity covariance. The total
number of samples is 200.

Fig. 2(a)(b) shows the snapshot taken at the
final sample. The proposed modified PDA filter
successfully tracks the target while the standard
PDA filter fails.

A number of 50 Monte Carlo simulations were
run over a wide range of clutter density as shown
in fig. 3 and fig. 4. The modified PDA filter
outperforms the standard PDA filter in mean
square error (fig. 3) and percentage of lost tracks
(fig. 4).

150 T

time

Fig. 2(a): Standard PDA Filter
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e R i " 7500 .
250 7000

Fig. 2(b): Proposed modified PDA Filter

Fig. 2(a)(b): The target moves along X=200 from top to
bottom. The x-marks denote the non-stationary false
measurements which are re-distributed uniformly in the
whole space at every time step. The circles are the
stationary and biased false measurements which vary
smally by Gaussian with zero mean and identity
covariance. The plus signs show the filtered trajectory.

1900
.,I
1400 L Standard PDA filter .
-
2900 | 5
- ."'-l
400 | .- modified PDA filter
; |
-100

0 2 4 6 8 10 12
Stationary false measurement density ()x107°/m?

Fig. 3: MSE performance comparison. The non-
stationary false measurement density is fixed at
10x10°/m* . The stationary and biased false

measurement density varies from 0 to 12x10~ /m?.

Standard PDA fitter .=~
50 - S

Percentage of lost tracks (%)

10 modified PDA filter
o

0 2 4 6 8 10 12

Stationary false measurement density (-)x10* /m’

Fig. 4: Percentage of lost tracks comparison. The
density settings are the same as in fig. 2.

6 Conclusion

The new filter is shown to be as robust as the
standard PDA filter in a non-stationary clutter
environment, while superior in a nearly stationary
and biased clutter environment. Future work
should include its use for multiple targets, the
incorporation of target maneuver, and its

development for multiple sensors data fusion.
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