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The energy-efficient design for mobile
devices has been extensively studied. This
project explores two energy-efficient
approaches for mobile devices. One is the
energy-efficient security mechanism of
Mobile IP. This approach changes the
routing paths so that it provides protection
from IP- style attacks. Because of the
enhancement of network side security, more
energy-efficient encryption algorithms (i.e.,
less computation) of mobile devices can be
adopted to achieve a good level of security.
The other approach is the energy-efficient
scheduling of tasks over multiple processors.
We propose the approximation algorithm for
multiprocessor scheduling with minimization
of energy consumption without task
migration. Also the optimal scheduling
algorithm with task migration is presented.

is the energy-efficient task scheduling over
multiple processors,
common deadline.

where tasks share a

For the first approach, each mobile node
belongs to a home network in Mobile IP
[1,2]. The home network assigns an IP
address called “home address” to the mobile
node. Home address is permanently assigned
to the mobile node. The datagram destined to
the mobile node must pass through a specific
router, called “home agent (HA ) ”, in the
home network. Except the home network,
other networks are regarded as foreign
networks for the mobile node. When the
mobile node roams to foreign networks, it
will be assigned a temporary IP address,
called “care-of-address ( COA ) ™. Foreign
agent (FA) is a router on the visited network
of mobile node, which provides routing



services to the mobile node while registered.

When corresponding nodes attempt to
transmit a datagram to the mobile node, the
datagram will firstly be sent to the home
network. Then, HA will tunnel the datagram
through FA to the mobile node. In
hierarchical Mobile IP, the top layer of
foreign agent is called “gateway foreign
agent ( GFA ) ”. Figure 1 illustrates the

forwarding process.

Mobile Node
Visited Network

Figure 1: Forwarding Process.

In order to protect the datagram from
attacking, the IETF working group [3] has
proposed a scheme to apply IP security
protocol (IPSec) to Mobile IP. However,
both the complex computation and large key
size of encryption algorithms in IPSec result
in the rapid energy consumption for mobile
nodes. Thus we proposes a security-enhanced
energy-efficient approach to  provide
network-side  security so  that less-
computation encryption algorithms [4,5] of
mobile nodes can be adopted. Our goal is to
increase the variation of routing paths to
protect the datagram from IP-style attacks.
The detail will be described in section 3.

The second approach in this project is
the  energy-efficient task  scheduling.
Energy-efficient scheduling has been an
active research topic in the past decade. In
recent years, energy-efficient design has been
outlined as a critical issue by the industry in
business operations, e.g., [8], where various
configurations of server farms are adopted.
Some results [6,7] were proposed for
uniprocessor energy-efficient scheduling.

This project will propose multiprocessor
energy-efficient scheduling. Multiprocessor
energy-efficient scheduling is often NP-hard
under various application constraints [9].
Although some work [9,10,11] has been done,
many previous results are mainly on
heuristics-based energy-efficient scheduling.
Distinct from many research results on
heuristics-based scheduling, the goal of our
approach to propose the approximation
algorithm for multiprocessor scheduling with
minimization of energy consumption without
task migration and the optimal scheduling
algorithm with task migration. The
algorithms will be described in section 4.
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Our energy-efficient security approach
for Mobile IP increases the variation of
routing paths to provide IP-layer protection.
By using our proposed security-enhanced
routing approach, less-computation
encryption algorithms of mobile nodes can
be adopted to support energy-efficiency.
Three scales of the change of routing paths
are proposed.

Small Scale Change

A mobile node adopts the foreign
agent’s IP address as its COA, and it will not
change the foreign agent until it leave the old
foreign agent, and roams to other foreign
agent. In our proposed mechanism, an
assumption is made that there are at least two
foreign agents in the same subnet. This is
because the operator can set up several
foreign agents if they would like to achieve
robustness and well-performance. Since the
foreign domain often faces unanticipated
numbers of roaming mobile hosts, multiple
foreign agents benefit to load balancing.

When the changing path mechanism
starts, the mobile node tries to send Mobile
IP registration request message to switch
from the current FA to a new one. Figure 2
shows the process of small-scale (inter-FA)
change for the mobile node. With performing
the inter-FA switch for a mobile node, most



malicious attacks can be avoided since the
routing path between the mobile node and
FA is changed.
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Figure 2: Changing Process for Small
Scale.

Once the new FA receives the
registration request message, it will forward
the message to a FA with lower load. As
shown in Figure 3, each FA maintains a table
with all foreign agents’ status and their queue
sizes. If the queue size of a foreign agent
exceeds the high threshold, a mobile node
registered in this foreign agent will change
the foreign agent to the other.
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Figure 3: Small-Scale Change with

Load Balancing
Medium Scale Change
The routing path’s variation in a

medium scale will be larger than one in a
small scale. This is because we can change
gateway foreign agent (GFA) arbitrarily in
medium scale change. By adopting the
medium-scale change of the routing path, it
is hard for hackers sitting between GFA and
FA to estimate the next hop for the delivered
datagram. Figure 4 shows that each FA will
periodically send “trace route” message to
each GFA of upper layer to collect
information shown as follows.

® Common hop number between the old
and new paths : C
® Increasing hop number : |
® FEach GFA’sload : L
® A uniform random number from 0 to
1: 0;
Then we have the formula
abs(I* a )+C* 3 +L*
(1)

Y t o0 i

Based on (1), each FA chooses a new
GFA with a smallest value.

Figure 4: FA Periodically Send “trace route”
Messages to Each GFA of Upper Layer

Large Scale Change

A large-scale change of the routing path
involves with HA agent’s switching. Large
scale change makes our dynamic routing
mechanism more powerful to provide a good
level of security. Figure 5 shows the
signaling procedure for HA reassignment.
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Figure 5: HA Reassi;ghiﬁéﬁf 'S_iér_l'aling
Procedure.
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We assume a homogeneous
multiprocessor environment, where each of



the identical processors has the same energy
consumption function of a given processor
speed.

Consider a set T of independent tasks
over M identical processors with an energy
consumption function, where all tasks in T
are ready at time 0 and share a common
deadline D. Each task t; in T is associated
with a computation requirement equal to ¢;
CPU-cycles. The problem is to minimize the
energy consumption in the scheduling of
tasks in T without missing the common
deadline D, where task migration is allowed.

The multiprocessor scheduling with the
minimization of energy consumption with
task migration is called MMEM. An efficient
optimal algorithm for MMEM without
constraints on the maximum processor speed
is proposed in Figure 7. If |T|<|M]|, it is clear
that the executing of each task t; on the
processor 1 from time 0 to D at the speed ci/D
results in an optimal schedule. Our algorithm
LTF-M  adopts the Largest-Task-First
strategy and time complexity O(|T|log|T]|)
come from the sorting of T in linel.

The multiprocessor scheduling with the
minimization of energy consumption without
task migration is called MME. The input and
output of the MME problem are as the same
as their counterparts of the MMEM problem,
where no task migration is allowed.

When the maximum available processor
speed is infinite and the number of
processors is greater than two, we present an
algorithm with a 1.13-approximation ratio for
MME problem. This algorithm, shown in
Figure 8, adopts the largest-task-first (LTF)
strategy.

Let pm denote the load on the processor
m. The load of a processor is defined as the
total amount of the computation
requirements of the tasks assigned to that
processor. Let T, denote the set of the tasks
assigned to the processor m. Note that the
task set T is a sorted set in a non-increasing
order of the computation requirement of each
task. Algorithm LTF assigns a task to the

processor with the smallest load by the task
order in T. To achieve the minimal energy
consumption, each task on the processor m

should be executed at the speed % . The

time complexity of Algorithm LFT is
O(|T|log|T|), which is dominated by the
sorting of the tasks. Since each task is
assigned to one processor without missing
the common deadline, the correctness of
Algorithm LFT is guaranteed. For the
simplicity of representation, the schedule
derived from Algorithm LFT is denoted as
SCvrrr.

Algorithm: LTF-M

INPUT: (7, D, M),
OUTPUT:An optimal schedule with minimum energy
consumption;

1 sort T in a non-increasing order of the computation

requirement of each task; let C <« z Ci;

tieT
28-S s Ummor 3tieT suchthat <> Umsx then
MD D

3. return non-existence of any feasible schedule;
4. leti€1;
5.while i < |T|
6. if ci~-< then

M .
7. schedule 7 to be executed at the speed % on the

processor M from time 0 to D;

8. C«C-ciji<—i+]l, and M€ M-1;
9. else
10. break

11. let S<—L and t<0;
MD
12.while i < |7| do
13 if t+%>D then
14. schedule ti to be executed at the speed S on the
processor M - 1 from time 0 to ¢+ % — D and

on the processor M fromtimettoD; M &< M-1;

15.  else
16. schedule ti to be executed at the speed M on the

. ci
processor at the speed S from time ¢ to ¢+ 5 ;

17. i€ i+l andté(t-%—%)modD;

18. return the schedule of all tasks;

Figure 7: Efficient Optimal Algorithm with
Task Migration



Algorithm : LTF

INPUT: (7, D, M);
OUTPUT:A feasible schedule SCr ¢ with minimum energy
consumption

1. sort all tasks in a non-increasing order of the computation
requirement of each task;
2.setpyps...py to0and 7, 7,,....Tyto &

3.fori=1to|T| do

4.  find the smallest pm;

5. Tm <« Tm U {ti} and pn€pmtci;

6. return the schedule SCrtr which executes all of the tasks

in T, (1< m <M ) at the speed p?m on the

processor m;

Figure 8: Largest-Task-First Algorithm

without Task Migration.
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This project has explored two
energy-efficient approaches for mobile

devices. The first one is the energy-efficient
security-enhanced routing mechanism based
on Mobile IP. We have developed a dynamic
routing approach to increase the variation of
routing paths to provide IP-level protection.
Then less-computation encryption algorithms
with energy efficiency of mobile nodes can
be adopted. The other approach is the
energy-efficient scheduling of tasks over
multiple processors. We have proposed the
approximation algorithm for multiprocessor
scheduling with minimization of energy
consumption without task migration. Also
the optimal scheduling algorithm with task
migration has been presented.

As a final remark, the results of this

project have been accepted by 16th
Euromicro  Conference on Real-Time
Systems.
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