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Abstract 

A tight upper bound of the lumped disk seek time for the Scan disk scheduling policy is presented. The tight upper 
bound is based on an accurate disk seek time model. One of the most important applications of the tight upper bound is in 
multimedia storage system design. Without a tight upper bound based on an accurate disk seek time model, the designers 
of multimedia storage systems would be forced to use more conservative approaches, i.e. loose upper bounds, to guarantee 
satisfaction of real-time requirements. This, in turn, would result in underutilization of disk bandwidth. 
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1. Introduction 

The Scan policy is a popular scheme for scheduling 
disk head movement [ 1,5,2]. The basic mechanism 
of the Scan policy is that the queued I/O requests are 
scheduled according to the physical locations of the 
data so that these I/O requests can all be serviced 
when the disk head sweeps unidirectionally (inward 
or outward) across the disk surface. Though the idea 
is quite simple, the Scan policy has been gaining more 
attention than before due to emerging of multimedia 
storage systems [ 6,7,3]. 

In the design of multimedia storage systems, an es- 
sential issue is how to guarantee uninterrupted deliv- 
ery of continuous data. This means that the systems 
must meet certain real-time requirements. Without a 
tight upper bound based on an accurate disk seek time 
model, the designers of multimedia storage systems 
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would be forced to use more conservative approaches, 
i.e. loose upper bounds, to meet the real-time require- 
ments. This, in turn, would result in underutilization 
of disk bandwidth. For example, the system developed 
by researchers at University of California, San Diego 
[6] uses the maximum seek time, which is the time 
the disk head takes to sweep across the entire disk 
surface, as the upper bound of a single disk seek. The 
GSS scheme proposed by Chen, Yu, and Kandlur [ 71 
uses a linear model for disk seek time. However, a 
linear model could mean a wide range off of the ac- 
tual seek time. For example, the linear equation used 
by Ruemmler and Wilkes [4] for a long seek of the 
HP97560 hard disk predicts that 

8.00 + 0.008 * 25 = 8.2 milliseconds 

is needed to move the head 25 cylinders away. On the 
other hand, the accurate model presented in the same 
paper says only 5.24 milliseconds is needed. 

This paper presents a tight upper bound of the 
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lumped disk seek time for the Scan policy based on an 
accurate mode1 [ 41. In the model, a seek is composed 
of 

a speedup, where the head is accelerated until it 
reaches half of the seek distance or a fixed maxi- 
mum velocity; 
a coast for long seeks, where the head moves at its 
maximum velocity; 
a slowdown, where the head is brought to rest close 
to the desired track; 
a settle, where the disk controller adjusts the head 
to access the desired location; 

Short seeks spend almost all the time in the constant- 
acceleration phases and, as a result, the seek time is 
proportional to the square root of the seek distance 
plus the settle time. Long seeks spend some of the 
time moving at a constant speed, taking time that is 
proportional to distance plus a constant overhead. Ac- 
cordingly, the genera1 form of the mode1 is 

seek time = 
cl +CZ& if d 6 D, 

c3 + cad ifd> D, 

where D is a constant defining the boundary of the 
two formulas above and d is the distance of the seek 
in numbers of cylinders. 

The tight upper bound derived in this paper states 
that, when a disk head scans across a region, the 
lumped seek time is maximized when the stops are 
evenly apart. As the discussion above indicates, the 
tight upper bound can be applied to improve disk band- 
width utilization in the design of multimedia storage 
systems. 

2. Mathematical proof 

This section presents the mathematical proof of the 
tight upper bound. In the subsequent discussion, N+ 
denotes the set of all positive integers and R denotes 
the set of all real numbers. 

Lemma 1. Let h : N+ ---f R be a function with h(i) > 
h(j)foralli,jEN+andi<j.Then,foran~EN+ 
and two series of positive integers 11,12,. . . , lp and 
rm,m2,..., mq, we have 

if 

i=l 
mj and no > li 

j=l 

for all 1 6 i < p, 

Proof. Since h(i) 2 h(j) for all i, j E N+ and i < j, 
we have 

1, 

5E h(no -k) 
i=l k=l 

2 2 lih(no) = h(no) f: Ii 
i=l i=l 

0 0 

nr !=I j=l 
9 J >cc h(m+k- 1). Cl 

j=l h=l 

Lemma 2. Let f : N+ + R be a function and 
f’(n>=f(n+l)-f(n)forallnEN+.Iff’(i) 2 
f’(j) for all i < j, then for a positive integer TQ and 
a series of integers dl,d2,. . . , d, with xi=, di = 0 
and no + di 2 1 for all di, we have 

sf(m) 3 kf(m+di). 
i=l 

Proof. Without loss of generality, assume 

4, dz, . . . , d,<O and dp+,,dp+2 ,..., d,aO. 

Let 

q=s-p, 
Ii = -di for 1 <i<p, 

mj = dp+j for 1 6 j < 4. 

Then, we have 

D (I 
zli=Ct?lj 
i=l j=l 
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and 

= k[f(no - li) - fh)] 
i=l 

+ 5 [fh + rni> - f(no)] 
.j=l 

-f-~f’(no-rC) 
i=l k=l 

+j:F;f’(no+k- 1) 
j=l !f=l 

< 0 (by Lemma 1). 

Therefore, we have 

'fCnO) 2 kf(nO +di) 0 
i=l 

Lemma 3. Let f : N+ --+ R defined by 

f(n) = 
{ 

Cl + c*fi ifn < Do, 

c3 + c4n ifn > Do, 

be a function used to model hard disk seek time, where 
n is the distance of the seek in numbers of cylinders, 
and DO is a positive integer. Then, we have 

f’(i) 2 f’(j) for all i < j, 

where f’(n) = f(n+ 1) -f(n). 

Proof. Let g : R ---) R be a function defined by 

{ 

ct + CZ& if 0 < x < D1, 

g(x) = c3 +c4x if n > Dt, 

undefined if x < 0, 

where D1 is the distance the disk head has traversed 
when it is accelerated to its maximum speed. Let 
g’(x) = dg(x) /dx be the differential function of 
g(x) . Since 1 /g’(x) is the velocity of the disk head 
when it has traversed distance x, we have 

g’(D,) = lim g’(x) = lim g’(x) = g’(DT) 
x-q- X-q 

1 1 
ZC2F 

ifO<x<Dt, 

d(x) = c4 if x > D1, 
1 1 I - zc2fi =c4 

if x = D1. 

It is quite simple to show that 

g’(Y) > g’(z) if y -c z. 

Accordingly, for all i, j E N+, i < j, we have 

f’(i)= f(i+ 1) -f(i) =g(i+ 1) -g(i) 
i+l j+l 

= 
s 

g’(x) dx b 
s 

g’(x) dx 
i j 

=&a+ 1) --g(j) =f(j+ 1) -f(j) 

= f’(j). 0 

Theorem 4. If a disk head scans across a region of 
C cylinders and make (s - 1) stops, then the lumped 
seek time is maximized when the (s - 1) stops are 
evenly apart by C/s. Here, it is assumed that C is a 
multiple of s. 

Proof. Let no = C/s and dl, d2,. . . , d, be a series of 
integer with c%, dt = 0 and no + di > 1 for all 1 < 
i < s. Let f : N+ + R be a function of the general 
form shown in Lemma 3 that models the disk seek 
time. Then, by Lemmas 2 and 3, we have 

sf(n,o) akf(no+dt). 
i=l 

This means the lumped seek time is maximized when 
the (s - 1) stops are evenly apart by C/s. 0 

In Theorem 1 above, it is assumed that C is a mul- 
tiple of s. If it is not the case, then the designer can 
use [C/s] instead. 

3. Conclusion 

In this paper, a tight upper bound of the lumped disk 
seek time for the Scan policy based on an accurate 
disk seek time model is presented. The tight upper 
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bound states that, when a disk head scans across a 
region on the disk surface, the lumped seek time is 
maximized when the stops are evenly apart. One of the 
most important applications of the tight upper bound 
is to improve disk bandwidth utilization in multimedia 
storage system design. 
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