# A linear time algorithm for the backup 2-center problem on a tree 

Hung-Lung Wang ${ }^{1}$, Bang Ye Wu ${ }^{2, *}$, and Kun-Mao Chao ${ }^{1,3,4, \uparrow}$<br>${ }^{1}$ Department of Computer Science and Information Engineering<br>${ }^{3}$ Graduate Institute of Biomedical Electronics and Bioinformatics<br>${ }^{4}$ Graduate Institute of Networking and Multimedia<br>National Taiwan University, Taipei, Taiwan 106<br>${ }^{2}$ Department of Computer Science and Information Engineering<br>Shu-Te University, YenChau, Kaohsiung, Taiwan 824


#### Abstract

In this paper, we are concerned with the problem of deploying two servers in a tree network, where each server may fail with a given probability. Once a server fails, the other server will take the whole responsibility of service for all vertices (clients). Here, we assume that the servers do not fail simultaneously. In the backup 2-center problem, we want to deploy two servers at the vertices such that the expected distance from a farthest vertex to the nearest surviving server is minimum. We shall propose an $O(n)$-time algorithm for the backup 2-center problem, where $n$ is the number of vertices in the given tree network.
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## 1 Introduction

Facility location problem is an important topic in the fields of transportation and communication. The $k$-center problem and the $k$-median problem are two classic problems in this line of investigation. Given are a graph $G$ with positive edge lengths, a server (supply) set $\Gamma$, and a client (demand) set $\Delta$. Usually, $\Gamma \in\{V, E\}$ and $\Delta \in\{V, E\}$, where $V$ and $E$ denote the vertex set and the edge set of the given network $G$, respectively. The $k$-center problem (respectively, the $k$ median problem) is to seek $k$ points $x_{1}, x_{2}, \ldots, x_{k}$ from $\Gamma$ so that $\max _{y \in \Delta} \min _{1 \leq i \leq k} d\left(x_{i}, y\right)$ (respectively, $\left.\sum_{y \in \Delta} \min _{1 \leq i \leq k} d\left(x_{i}, y\right)\right)$ is minimum,

[^0]where $d(x, y)$ denotes the distance from $x$ to $y$ in the network. One can further categorize the problems by $\Gamma / \Delta / k$. For example $E / V / 2$ refers to selecting two points in $E$ such that the objective function is optimal over $V$.

The $k$-center problem in general graphs, for arbitrary $k$, is NP-hard [15]. Therefore, many researchers focused on tree networks. The current best results of $V / V / k, E / V / k$, and $V / E / k$ for the $k$-center problem on trees are all solved in $O(n)$ time by Frederickson [9], and $E / E / k$ is solved in $O(k n \log (2 n / k))$ in [10]. Another generalization is the weighted version of the $k$-center problem, in which the weights of all the vertices are described by a function $w(\cdot)$ and the weighted distance from vertex $u$ to $v$ is $w(u) d(u, v)$. The current known results for the weighted $k$-center problem on trees take $O\left(n \log ^{2} n\right)$ time for $V / V / k$ [22], and $O(k n \log n)$ time for both $V / V / k$ and $E / V / k$ [14]. Some results for special graphs can refer to $[6,13$, 19].

In practice, uncertainties always play roles of influence. The minmax-regret facility problem $[2,3,4,5,7,8,17,20]$ is one model under such consideration. Another model, called a reliability model [23, 24, 25], deals with the situation where some servers may sometimes fail and the clients originally served by these serves have to request from surviving servers. In this paper, we consider the reliability-based formulations, in which each server may fail with a given probability, of the 2-center problem $(V / V / 2)$ and the 2median problem ( $V / V / 2$ ) on a tree network. Once a server fails, the other server will take the whole responsibility of services. Here, we assume that the servers do not fail simultaneously. Note that a server may fail but it still act as a client. That is,
the distance between any pair of vertices does not change when servers fail. Also, it is not required that servers are deployed at different vertices.

The backup 2-center problem is defined as follows. Let $p_{1}$ and $p_{2}$ be the failure probabilities of the two servers. To simplify the presentation, we assume that $p_{1}=p_{2}=p$. The case $p_{1} \neq p_{2}$ can be handled in a similar way. For any vertex $x \in U \subseteq V$, let $\phi(x, U)=\max _{u \in U}\{d(x, u)\}$ denote the eccentricity of a vertex $x$ to a set $U$. The vertex $c$ with $\phi(c, V)=\min _{x \in V} \phi(x, V)$ is a center of $G$. The traditional 2-center problem is to find a set $S$ of two vertices such that $\max _{v \in V}\left\{\min _{s \in S} d(v, s)\right\}$ is minimum. For any vertex pair $\left(v_{1}, v_{2}\right)$, let $\Pi\left(v_{1}, v_{2}\right)=\left(V_{1}, V_{2}\right)$ in which $V_{1}=\left\{v \mid d\left(v, v_{1}\right) \leq d\left(v, v_{2}\right)\right\}$ and $V_{2}=V-V_{1}$. Note that, in a tree, each of $V_{1}$ and $V_{2}$ induces a connected component.

Given $\left(v_{1}, v_{2}\right)$ and let $\left(V_{1}, V_{2}\right)=\Pi\left(v_{1}, v_{2}\right)$. For a failure probability $0 \leq p<1$, the expected value of the longest distance from any client to its nearest surviving server, in condition that not both servers fail, can be calculated by

$$
\begin{aligned}
& \frac{1}{1-p^{2}}\left((1-p)^{2} \max \left\{\phi\left(v_{1}, V_{1}\right), \phi\left(v_{2}, V_{2}\right)\right\}\right. \\
& \left.+p(1-p)\left(\phi\left(v_{1}, V\right)+\phi\left(v_{2}, V\right)\right)\right)
\end{aligned}
$$

Since $p$ is a given constant, the objective function of the backup 2-center problem can be defined by

$$
\begin{align*}
\psi_{p}\left(v_{1}, v_{2}\right) & =(1-p) \max \left\{\phi\left(v_{1}, V_{1}\right), \phi\left(v_{2}, V_{2}\right)\right\} \\
& +p\left(\phi\left(v_{1}, V\right)+\phi\left(v_{2}, V\right)\right) . \tag{1}
\end{align*}
$$

An example is given in Figure 1 to illustrate the difference between the backup 2-center and the traditional 2-center. In the traditional 2-center problem, the two severs are always deployed at different vertices, but in the backup 2-center problem, it is possible to deploy the two servers at the same vertex namely the center of the given network. If $p=0$, the backup 2 -center is $\left(x_{2}, x_{6}\right)$, which is the 2 -center of $T$. If $p=0.3$, the backup 2 -center is $\left(x_{3}, x_{5}\right)$. If $p=0.9$, the backup 2-center is $\left(x_{4}, x_{4}\right)$, where $x_{4}$ is the center of $T$.

The rest of this paper is organized as follows. Section 2 proves some basic properties and gives an $O(n)$-time algorithm for the backup 2-center problem on a vertex-unweighted tree. Concluding remarks are given in Section 3.


Figure 1: A tree $T$ with center $x_{4}$ and 2 -center $\left(x_{2}, x_{6}\right)$.

## 2 The backup 2-center problem on vertex-unweighted trees

In the following, we denote the given tree network by $T$, the vertex set of $T$ by $V$, a path with endpoints $x$ and $y$ by $\mathcal{P}[x, y]$, the center of $T$ by $c$, and the backup 2 -center of $T$ by $\left(c_{1}, c_{2}\right)$. Here we use "center" to mean the discrete center of $T$, unless we explicitly state it as the continuous center. Before introducing the algorithm, we summarize some basic properties of the tree center and the diameter which will be used later.

The following three properties are related to the diameter of a tree, which can be shown easily (cf. P. 156 [29]).

Property 1: Let $\mathcal{P}[x, y]$ be a diameter of $T$. For any vertex $v, \phi(v, V)=\max \{d(v, x), d(v, y)\}$.

Property 2: For any vertex $v$ of $T$, the farthest vertex to $v$ in $T$ must be an endpoint of a diameter of $T$.

Property 3: Let $c$ be a center of $T$. For any two vertices $x$ and $y$, if $x$ is on the path between $c$ and $y$, then $\phi(x, V) \leq \phi(y, V)$.

Lemma 4: For $x \in V$, let $d(x, v)=\phi(x, V)$. All centers of $T$ lie on $\mathcal{P}[x, v]$.

Proof: Omitted.

Now we turn to explore the properties of the backup 2-center. Let the center edge of two vertices $x$ and $y$ be the edge which contains the continuous center of $\mathcal{P}[x, y]$.

Lemma 5: If $\psi_{p}\left(c_{1}, c_{2}\right)<\psi_{p}(c, c)$, then any diameter of $T$ contains the center edge of $c_{1}$ and $c_{2}$.

Proof: Let $\Pi\left(c_{1}, c_{2}\right)=\left(V_{1}, V_{2}\right)$, and $T_{1}$ and $T_{2}$ be the subtree induced by $V_{1}$ and $V_{2}$, respectively. Suppose to the contrary that there exists a diameter $\mathcal{D}$ of $T$ which does not contain the center edge
of $c_{1}$ and $c_{2}$. This implies that $\mathcal{D} \subset T_{1}$ or $\mathcal{D} \subset T_{2}$. Without loss of generality, we assume that $\mathcal{D} \subset T_{1}$. By Property 1, we have $\phi\left(c_{1}, V_{1}\right)=\phi(c, V)$, and thus

$$
\max \left\{\phi\left(c_{1}, V_{1}\right), \phi\left(c_{2}, V_{2}\right)\right\} \geq \phi(c, V) .
$$

Therefore, by (1),

$$
\begin{aligned}
& \psi_{p}\left(c_{1}, c_{2}\right) \\
= & (1-p) \max \left\{\phi\left(c_{1}, V_{1}\right), \phi\left(c_{2}, V_{2}\right)\right\} \\
& +p\left(\phi\left(c_{1}, V\right)+\phi\left(c_{2}, V\right)\right) \\
\geq & (1-p) \phi(c, V)+p(\phi(c, V)+\phi(c, V)) \\
= & \psi_{p}(c, c)
\end{aligned}
$$

This contradicts the assumption that $\psi_{p}\left(c_{1}, c_{2}\right)<\psi_{p}(c, c)$ and the lemma follows.

From the above lemma, we know that the center edge of $c_{1}$ and $c_{2}$ must lie on the intersection of all diameters. If the intersection of the diameters of $T$ contains no edge, then the backup 2center must be $(c, c)$ and can be identified in linear time. Therefore, in the following we assume that the backup 2-center consists of two different vertices.

Lemma 6: If $\psi_{p}\left(c_{1}, c_{2}\right)<\psi_{p}(c, c)$, then $c \in$ $\mathcal{P}\left[c_{1}, c_{2}\right]$.

Proof: Let $\left(V_{1}, V_{2}\right)=\Pi\left(c_{1}, c_{2}\right)$ and $(u, v)$ be the edge where $u \in V_{1}$ and $v \in V_{2}$. Without loss of generality, we assume that $c \in V_{1}$, and let $x$ be the farthest vertex to $c_{1}$ in $T$. Suppose to the contrary that $c$ does not lie on $\mathcal{P}\left[c_{1}, c_{2}\right]$. This implies that $x \in V_{1}$, since otherwise $u \in \mathcal{P}\left[c_{1}, x\right]$, and by Lemma $4 c \in \mathcal{P}\left[c_{1}, x\right]$ and therefore $c \in \mathcal{P}\left[c_{1}, u\right] \subset \mathcal{P}\left[c_{1}, c_{2}\right]$, which contradicts that $c \notin \mathcal{P}\left[c_{1}, c_{2}\right]$. Thus, $\phi\left(c_{1}, V_{1}\right)=\phi\left(c_{1}, V\right)$, and $\max \left\{\phi\left(c_{1}, V_{1}\right), \phi\left(c_{2}, V_{2}\right)\right\} \geq \phi\left(c_{1}, V_{1}\right)=$ $\phi\left(c_{1}, V\right) \geq \phi(c, V)$. Similar to the proof of Lemma 5, we can show that $\psi_{p}\left(c_{1}, c_{2}\right) \geq \psi_{p}(c, c)$. It is also a contradiction.

Lemma 7: Let $(u, v)$ be the center edge of $c_{1}$ and $c_{2}$, then $c_{1} \in \mathcal{P}\left[c_{1}^{\prime}, u\right]$ and $c_{2} \in \mathcal{P}\left[c_{2}^{\prime}, v\right]$, where $c_{1}^{\prime}$ and $c_{2}^{\prime}$, respectively, are the centers of the two subtrees after removing $e=(u, v)$. Moreover assume with loss of generality that $c \in V_{1}$. Then $c_{1} \in \mathcal{P}\left[c_{1}^{\prime}, c\right]$.

Proof: First, we show that any center $c$ of $T$ is on $\mathcal{P}\left[c_{1}^{\prime}, c_{2}^{\prime}\right]$. For otherwise, by Lemma 4 , the
farthest vertex to $c_{1}^{\prime}$ is in $V_{1}$, and there are two possible situations:
(i) If $\phi\left(c_{1}^{\prime}, V\right)>\phi(c, V)$, we have $\phi\left(c_{1}^{\prime}, V_{1}\right)=$ $\phi\left(c_{1}^{\prime}, V\right)>\phi(c, V) \geq \phi\left(c, V_{1}\right)$, a contradiction.
(ii) If $\phi\left(c_{1}^{\prime}, V\right)=\phi(c, V)$, i.e. $c_{1}^{\prime}$ is also a center, we have $\phi\left(c_{1}^{\prime}, V_{1}\right)=\phi\left(c_{1}^{\prime}, V\right)=\phi(c, V)>\phi\left(c, V_{1}\right)$. The last inequality holds because both $c_{1}^{\prime}$ and $c$ are centers, and thus the farthest vertices to $c$ and $c_{1}^{\prime}$ are different (two end vertices of a diameter). Since the farthest vertex to $c_{1}^{\prime}$ in $T$ is in $V_{1}$, that of $c$ lies in $V_{2}$. Therefore $\phi(c, V)>\phi\left(c, V_{1}\right)$ and we have a contradiction.

Suppose to the contrary that $c_{1} \notin \mathcal{P}\left[c_{1}^{\prime}, u\right]$. Let $x$ be the vertex nearest to $c_{1}$ on $\mathcal{P}\left[c_{1}^{\prime}, u\right]$. Since $x$ is on $\mathcal{P}\left[c_{1}, c_{1}^{\prime}\right]$, by Property $3, \phi\left(x, V_{1}\right)<\phi\left(c_{1}, V_{1}\right)$. Since $c$ is on both $\mathcal{P}\left[c_{1}, c_{2}\right]$ and $\mathcal{P}\left[c_{1}^{\prime}, c_{2}^{\prime}\right], x$ is on $\mathcal{P}\left[c_{1}, c\right]$. Also by Property $3, \phi(x, V)<\phi\left(c_{1}, V\right)$. Hence, we have

$$
\begin{aligned}
& (1-p) \max \left\{\phi\left(c_{1}, V_{1}\right), \phi\left(c_{2}, V_{2}\right)\right\} \\
& +p\left(\phi\left(c_{1}, V\right)+\phi\left(c_{2}, V\right)\right) \\
> & (1-p) \max \left\{\phi\left(x, V_{1}\right), \phi\left(c_{2}, V_{2}\right)\right\} \\
& +p\left(\phi(x, V)+\phi\left(c_{2}, V\right)\right) \\
\geq & \psi_{p}\left(x, c_{2}\right),
\end{aligned}
$$

the last inequality holds, because for any $v_{1}, v_{2} \in V, \max \left\{\phi\left(v_{1}, V_{1}\right), \phi\left(v_{2}, V_{2}\right)\right\} \quad \leq$ $\max \left\{\phi\left(v_{1}, V_{1}^{\prime}\right), \phi\left(v_{2}, V_{2}^{\prime}\right)\right\}, \quad$ where $\left(V_{1}, V_{2}\right)=$ $\Pi\left(v_{1}, v_{2}\right)$ and ( $V_{1}^{\prime}, V_{2}^{\prime}$ ) is any bipartition of $V$. Therefore it is a contradiction, and $c_{1}$ is on $\mathcal{P}\left[c_{1}^{\prime}, u\right]$. Similarly, we can show that $c_{2}$ is on $\mathcal{P}\left[c_{2}^{\prime}, v\right]$. By Lemma 6, $c$ lies between $c_{1}$ and $c_{2}$. Thus if $V_{1}$ contains $c$, then $c_{1}$ lies on $\mathcal{P}\left[c_{1}^{\prime}, c\right]$.

In the following, we call $\mathcal{P}\left[c_{1}^{\prime}, c\right]$ and $\mathcal{P}\left[c_{2}^{\prime}, v\right]$ the candidate paths with respect to $e$, which is mentioned in Lemma 7.

Lemma 8: For each diameter of $T$, there is a backup 2-center on it.

Proof: Omitted.
Based on Lemmas 7 and 8, we give an $O\left(n^{2}\right)$ time algorithm for the backup 2-center problem in Figure 2, and then improve the time bound to $O(n)$.

In the $O\left(n^{2}\right)$-time algorithm Backup2Center1, we first compute a center $c$ and a diameter of $T$, and then look for the pair of vertices on the candidate paths with minimum cost.

Let $\mathcal{D}=\left(x_{1}, x_{2}, \ldots, x_{h}\right)$ be the diameter we compute. For convenience, we root the tree at

```
Algorithm Backup2Center1( \(T, p\) )
Input: A tree \(T\) and a real \(p\), where \(0 \leq p<1\).
Output: The backup 2-center of \(T\).
    1 find a diameter \(\mathcal{D}=\left(x_{1}, x_{2}, \ldots, x_{h}\right)\)
    and a center \(c\), root \(T\) at \(x_{h}\)
    cost \(\leftarrow \psi_{p}(c, c)\); backup 2 center \(\leftarrow(c, c)\)
    for \(i=1\) to \(h-1\)
        compute \(\left(r_{i}, \bar{r}_{i}\right)\)
        for \(x \in \mathcal{P}_{i}\), compute \(\phi\left(x, V_{i}\right)\) end for
        for \(y \in \overline{\mathcal{P}}_{i}\), compute \(\phi\left(y, \bar{V}_{i}\right)\) end for
        for \(x \in \mathcal{P}_{i}\), find \(f(i, x)\) end for
        for \(y \in \overline{\mathcal{P}}_{i}\), find \(f(i, y)\) end for
    end for
0 cost \(\leftarrow \min \left\{\min _{i, x} \psi_{p}^{\prime}(x, f(i, x))\right.\),
    \(\min _{j, y} \psi_{p}^{\prime}(y, f(j, y))\), cost \(\}\)
11 backup 2 center \(\leftarrow\) the vertex pair
        with minimum cost
```

Figure 2: An $O\left(n^{2}\right)$-time algorithm for the backup 2-center.


Figure 3: The partner $f\left(i, x_{k}\right)$ of $x_{k}$.
$x_{h}$, and let $T_{i}$ be the subtree rooted at $x_{i}, V_{i}$ be the vertex set of $T_{i}$, and $\bar{V}_{i}=V-V_{i}$. Also, let $r_{i}$ and $\bar{r}_{i}, \mathcal{P}_{i}$ and $\overline{\mathcal{P}}_{i}$, be the centers and candidate paths of the two subtrees induced by $V_{i}$ and $\bar{V}_{i}$, respectively.

For an edge $\left(x_{i}, x_{i+1}\right)$ on $\mathcal{D}$ and a vertex $x_{k}$ on $\mathcal{P}_{i}$, we search the partner $f\left(i, x_{k}\right)$ of $x_{k}$ on $\overline{\mathcal{P}}_{i}$. Here the partner $f\left(i, x_{k}\right)$ of $x_{k}$ is defined to be a vertex $x^{*} \in \overline{\mathcal{P}}_{i}$ such that $\phi\left(x^{*}, \overline{V_{i}}\right) \leq \phi\left(x_{k}, V_{i}\right)$ and

$$
\psi_{p}^{\prime}\left(i, x_{k}, x^{*}\right)=\min _{x \in \overline{\mathcal{P}}_{i}} \psi_{p}^{\prime}\left(i, x_{k}, x\right)
$$

where

$$
\begin{aligned}
\psi_{p}^{\prime}\left(i, x_{k}, x\right)= & (1-p) \max \left\{\phi\left(x_{k}, V_{i}\right), \phi\left(x, \overline{V_{i}}\right)\right\} \\
& +p\left(\phi\left(x_{k}, V\right)+\phi(x, V)\right) .
\end{aligned}
$$

In fact, the partner of $x_{k} \in \mathcal{P}_{i}$ is the vertex $x$ closest to $c$ on $\overline{\mathcal{P}}_{i}$ and satisfying $\phi\left(x, \overline{V_{i}}\right) \leq \phi\left(x_{k}, V_{i}\right)$ since, by Property $3, \phi(x, V)$ decreases when $x$ moves toward the center. An illustration is given in Figure 3.

Suppose both $x_{k}$ and $x_{k+1}$ are on $\mathcal{P}_{i}$. We have $\phi\left(x_{k+1}, V_{i}\right) \geq \phi\left(x_{k}, V_{i}\right)$, and therefore $f\left(i, x_{k+1}\right)$
is on $\mathcal{P}\left[f\left(i, x_{k}\right), c\right]$. By this property, for edge $\left(x_{i}, x_{i+1}\right)$, the partners of all vertices on $\mathcal{P}_{i}$ can be found by a one-pass scan from $\bar{r}_{i}$ to $x_{i+1}$. As a result, the partners of all $x_{k} \in \mathcal{P}_{i}$ can be found in linear time. Also, the partners of all $x_{l} \in \overline{\mathcal{P}}_{i}$ can be computed similarly. The time complexity of Backup2CEnter1 is therefore $O\left(n^{2}\right)$ since the center and the diameter of a tree can be computed in linear time [29].

Algorithm Backup2CENTER1 spends $O\left(n^{2}\right)$ time to compute the candidate paths of all edges and find the vertex pair with optimal $\psi_{p}^{\prime}$ value on the paths. In order to improve the time bound, we give the following lemmas.

First, the candidate paths of all edges can be computed in linear time by Lemma 9 .

Lemma 9: Given a diameter $\mathcal{D}$ of $T,\left(r_{i}, \bar{r}_{i}\right)$ can be computed in $O(n)$ time for $1 \leq i<h$.

## Proof: Omitted.

Although the candidate paths of all edges on the diameter can be identified in $O(n)$ time, there are still $O\left(n^{2}\right)$ pairs of vertices needed to examine since for each edge we need to find all the partners of the vertices on the candidate path and a vertex may be on more than one candidate path. In order not to process a vertex repeatedly, we give the following lemmas. Because of the symmetry of $V_{i}$ and $\bar{V}_{i}$, some of the following lemmas only describe the properties of $V_{i}$ and omit the part of $\bar{V}_{i}$.

Lemma 10: $\phi\left(x_{k}, V_{i}\right)=d\left(x_{k}, x_{1}\right)$ for any $j<$ $k \leq i$, in which $x_{j}=r_{i}$.

Proof: Omitted.

Let $\mathcal{R}_{i}$ be the subset of $\mathcal{P}_{i}$ such that $f(i, x)$ exists for all $x \in \mathcal{R}_{i}$.

Lemma 11: If $x_{k} \in \mathcal{R}_{i}$, then $x_{l} \in \mathcal{R}_{i}$ for $x_{l} \in \mathcal{P}_{i}$ and $l \geq k$.

Proof: Omitted.

By Lemma 11, we know that $\mathcal{R}_{i}$ is a connected subgraph of $\mathcal{D}$ (i.e. a path) and can be identified by a pair of vertices $\left(x_{l}, x_{r}\right)$, where $x_{l}$ and $x_{r}$ are the two vertices in $\mathcal{R}_{i}$ with the smallest and the largest indices respectively. In the following we call $x_{l}$ the left boundary of $\mathcal{R}_{i}$ and $x_{r}$ the right boundary of $\mathcal{R}_{i}$.

Lemma 12: For $x \in \mathcal{R}_{i}$, if $x \in \mathcal{P}_{i+1}$, then $x \in$ $\mathcal{R}_{i+1}$.

Proof: Omitted.

Lemma 13: For $1 \leq i<h, \mathcal{R}_{i}$ can be found in amortized constant time.

Proof: By Lemma 11, we only need to identify the two boundaries of each $\mathcal{R}_{i}$, and the procedure is described as follows. First we compute the candidate paths of all edges, which can be done in $O(n)$ time by Lemma 9 . For $i=1$, there is only one vertex on $\mathcal{P}_{i}$ and we can see whether $f\left(1, x_{1}\right)$ exists by checking $\overline{\mathcal{P}}_{i}$. For $i \geq 2$, we first identify the right boundary, and then the left one. Let $x_{c}$ be the center of $T$, the right boundary of $\mathcal{R}_{i}$ is $x_{\min \{c, i\}}$. If $i \leq c$ and $f\left(i, x_{i}\right)$ does not exist, by Lemma 11 we know that $\mathcal{R}_{i}$ is empty. Otherwise, by Lemma 12 the left boundary can be found by searching from the left boundary of $\mathcal{R}_{i-1}$ toward $r_{i}$. The total time for finding all the $\mathcal{R}_{i}$ boundaries is $O(n)$, and thus each costs amortized constant time.

Lemma $14 \quad \psi_{p}^{\prime}\left(i, x_{k}, f\left(i, x_{k}\right)\right) \quad \leq$ $\psi_{p}^{\prime}\left(j, x_{k}, f\left(j, x_{k}\right)\right)$, where $i<j, x_{k} \neq r_{j}$, and $x_{k} \in \mathcal{R}_{i} \cap \mathcal{R}_{j}$.

Proof: Omitted.

Corollary 15 : $\quad \psi_{p}^{\prime}\left(i, x_{i}, f\left(i, x_{i}\right)\right) \quad=$ $\min _{j \geq i} \psi_{p}^{\prime}\left(j, x_{i}, f\left(j, x_{i}\right)\right)$, where $x_{i} \in \mathcal{R}_{i} \cap \mathcal{R}_{j}$, and $x_{i} \neq r_{j}$.

Based on the above lemmas, we propose an algorithm Backup2center as in Figure 4. The correctness and time complexity are both shown in Theorem 16.

Theorem 16: Backup2Center computes the backup 2-center of $T$ in $O(n)$ time.

Proof: By Lemma 14, we need only to compute the partners of the vertices in $\left(\mathcal{R}_{i}-\mathcal{R}_{i-1}\right) \cup\left\{r_{i}\right\}$ for each $i \in\{1,2, \ldots, h-1\}$.
$f\left(i, r_{i}\right)$ can be found iteratively. $f\left(i+1, r_{i+1}\right)$ is on the path between $f\left(i, r_{i}\right)$ and the center of $T$ because $\phi\left(r_{i+1}, V_{i+1}\right) \geq \phi\left(r_{i}, V_{i}\right)$. The total time for this case is $O(n)$.

For vertices in $\mathcal{R}_{i}-\mathcal{R}_{i-1}$, there are two types. The first is the vertex $x_{i}$, and $f\left(i, x_{i}\right)$

```
Algorithm Backup2Center \((T, p)\)
Input: A tree \(T\) and a failure probability \(0 \leq p<1\).
Output: The backup 2-center of \(T\).
    find a diameter \(\mathcal{D}=\left(x_{1}, x_{2}, \ldots, x_{k}\right)\) and a center \(c\);
    root \(T\) at \(x_{h}\)
    cost \(\leftarrow \psi_{p}(c, c)\); backup2center \(\leftarrow(c, c)\)
    compute \(\left(r_{i}, \bar{r}_{i}\right), d\left(x_{i}, x_{1}\right), d\left(x_{i}, x_{h}\right), \phi\left(r_{i}, V_{i}\right)\),
    \(\phi\left(\bar{r}_{i}, \bar{V}_{i}\right)\) for \(1 \leq i<h\)
    compute \(\mathcal{R}_{i}\) for \(1 \leq i<h\)
    compute \(\psi_{p}^{\prime}\left(1, x_{1}, \bar{f}\left(1, x_{1}\right)\right)\)
    for \(i=2\) to \(h-1\)
        do for \(x_{k} \in \mathcal{R}_{i}-\mathcal{R}_{i-1}\)
            do compute \(\psi_{p}^{\prime}\left(i, x_{k}, f\left(i, x_{k}\right)\right)\)
        end for
        compute \(\psi_{p}^{\prime}\left(i, r_{i}, f\left(i, r_{i}\right)\right)\)
    end for
    root \(T\) at \(x_{1}\) and repeat step 3 to 11
3 backup 2 center \(\leftarrow(x, y)\), where
    \(\psi_{p}(x, y)=\min \left\{\min _{i, j} \psi_{p}^{\prime}\left(i, x_{j}, f\left(i, x_{j}\right)\right), \psi_{p}(c, c)\right\}\)
```

Figure 4: An $O(n)$-time algorithm for the backup 2-center.
can be computed by a procedure similar to $f\left(i, r_{i}\right)$. By Corollary 15, we know that $\psi_{p}^{\prime}\left(i, x_{i}, f\left(i, x_{i}\right)\right)=\min _{j \geq i} \psi_{p}^{\prime}\left(j, x_{i}, f\left(j, x_{i}\right)\right)$, and thus it is not necessary to compute $\psi_{p}^{\prime}\left(j, x_{i}, f\left(j, x_{i}\right)\right)$ for $j>i$. The second type of vertices are those on $\mathcal{P}\left[x_{k}, x_{k^{\prime}}\right]$, where $x_{k}$ and $x_{k^{\prime}}$ are the left boundaries of $\mathcal{R}_{i}$ and $\mathcal{R}_{i-1}$, respectively. $f\left(i, x_{k^{\prime}-1}\right)$ can be found by searching from $f\left(i-1, x_{k^{\prime}}\right)$. For $j<k^{\prime}-1, f\left(i, x_{j}\right)$ can be found iteratively similar to $f\left(i, r_{i}\right)$. Thus the total time is $O(n)$.

By the description of the algorithm, we know that the failure probability is used only when computing $\psi_{p}^{\prime}$. Thus in the case where $p_{1} \neq p_{2}$, it suffices to take into account the permutation of the two servers and redefine the objective function to be

$$
\begin{aligned}
& \psi_{\left\{p_{1}, p_{2}\right\}}\left(v_{1}, v_{2}\right) \\
= & \left(1-p_{1}\right)\left(1-p_{2}\right) \max \left\{\phi\left(v_{1}, V_{1}\right), \phi\left(v_{2}, V_{2}\right)\right\} \\
+ & p_{2}\left(\phi\left(v_{1}, V\right)\right)+p_{1}\left(\phi\left(v_{2}, V\right)\right),
\end{aligned}
$$

and consequently

$$
\begin{aligned}
& \psi_{\left\{p_{1}, p_{2}\right\}}^{\prime}\left(i, x_{k}, x\right) \\
= & \left(1-p_{1}\right)\left(1-p_{2}\right) \max \left\{\phi\left(x_{k}, V_{i}\right), \phi\left(x, \overline{V_{i}}\right)\right\} \\
+ & p_{1}\left(\phi\left(x_{k}, V\right)\right)+p_{2}(\phi(x, V)) .
\end{aligned}
$$

Therefore, we conclude this section by the following theorem.

Theorem 17: Given failure probabilities $p_{1}$ and $p_{2}$, the backup 2-center of a vertex-unweighted tree can be found in linear time.

## 3 Conclusions

In this paper, we consider the backup 2-center problem on trees and solve it in $O(n)$ time. In the backup 2-center problem, the underlying graph is a vertex-unweighted tree and a natural generalization is to consider the vertex-weighted tree. The backup 2-center problem on vertex-weighted trees can be solved by a naive $O\left(n^{3}\right)$-time method but the exact time bound is still unknown. we are also interested in the backup $k$-center problem. All of them will be our future works.
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