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#### Abstract

Solving special tridiagonal systems often arise in the fields of engineering and science. This special tridiagonal system is diagonally dominant and circulant near-Toeplitz. This paper presents two fast vectorized algorithms for solving special tridiagonal systems. Both algorithms employ the matrix perturbation technique and have many computational advantages on vector supercomputer. The related error analysis are also given. Some experimental results are illustrated on vector uniprocessor of the CRAY X-MP EA/116se.
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## 1. INTRODUCTION

In this paper, we are interested in the solution of the special tridiagonal system

$$
\begin{equation*}
A_{n} \mathrm{x}=\mathrm{b} \tag{1}
\end{equation*}
$$

of order $n$ on vector uniprocessor, where

$$
A_{n}=\left(\begin{array}{cccccc}
\beta_{1} & \beta_{2} & & & & \beta_{3} \\
\alpha & \beta & \gamma & & & \\
& \cdot & \cdot & \cdot & & \\
& & & \alpha & \beta & \gamma \\
\beta_{3}^{\prime} & & & & \beta_{2}^{\prime} & \beta_{1}^{\prime}
\end{array}\right)
$$

and $|\beta|>|\alpha+\gamma|$. Solving (1) arises in many computational problems [1-7], in which it is one of the most time-consuming elements. The availability of vector supercomputers has had a significant impact on scientific computations [8-10]. The motivation of this research is to design efficient vectorized algorithms for solving (1).

[^0]In this paper, two fast vectorized algorithms for solving (1) are presented. Both new algorithms consist of three phases and only differ in the second phase. The first phase is a Toeplitz factorization of a slightly perturbed matrix of $A_{n}$. The second phase is to solve the perturbed problem in a highly vectorized way, but only scale $\times$ vector operations are involved, hence, it leads to a great deal of computational saving. In the third phase, the solution to the original problem is recovered from the solution to the perturbed problem; this is called the update procedure. Some error analyses are also given. In addition, some experimental results are illustrated on CRAY X-MP EA/116se.

Section 2 presents our vectorized algorithms for solving (1) and the related error analyses. The implementations on the CRAY X-MP EA/116se are illustrated in Section 3. Section 4 gives the conclusions.

## 2. VECTORIZATIONS

### 2.1. Toeplitz Factorization

Throughout the remainder of this paper, matrices are represented by uppercase letters, vectors by bold lowercase letters, and scalars by plain lowercase letters. The superscript ${ }^{\top}$ corresponds to the transpose operation; $\|\bullet\|$ denotes the sup-norm of one vector.

In order to avoid memory conflict in CRAY X-MP EA/116se [11], we enlarge (1), then perturb it to $A_{m}^{\prime} \mathbf{x}^{\prime}=\mathbf{b}^{\prime}$, where $m=p q$ ( $p$ denotes the length of one register file in the vector computer, i.e., the vector length $), \mathbf{b}^{\prime}=(\underbrace{b_{1}, b_{2}, \ldots, b_{n}}_{n}, \underbrace{0, \ldots, 0}_{n-m})^{\top}$, and

$$
A^{\prime}=\left(\begin{array}{ccccc}
a & \gamma & n-m & &  \tag{2}\\
\alpha & \beta & \gamma & & \\
& \cdot & \cdot & \cdot & \\
& & & \alpha & \beta
\end{array}\right) \gamma=L^{\prime} U^{\prime}
$$

$$
L^{\prime}=\left(\begin{array}{cccccc}
1 & & & & & \\
-d & 1 & & & & \\
& \cdot & \cdot & & & \\
& & & -d & 1 & \\
& & & & -d & 1
\end{array}\right) \text { and } \quad U^{\prime}=\left(\begin{array}{cccccc}
a & \gamma & & & & \\
& a & \gamma & & & \\
& & \cdot & \cdot & & \\
& & & & a & \gamma \\
& & & & & a
\end{array}\right)
$$

which implies that $a-\gamma d=\beta$ and $-a d=\alpha$. This in turn implies that $d=-(\alpha / a)$ and $a=$ $\left(\beta \pm \sqrt{\beta^{2}-4 \gamma \alpha}\right) / 2$. Since we wish the matrices $L^{\prime}$ and $U^{\prime}$ to be diagonally dominant, we will select the sign so that the absolute value of $a$ is greater than $\max (|\alpha|,|\gamma|)$. That is, when $\beta>|\alpha+\gamma|$, we choose $a=\left(\beta+\sqrt{\beta^{2}-4 \gamma \alpha}\right) / 2$; when $\beta<-|\alpha+\gamma|$, we choose $a=\left(\beta-\sqrt{\beta^{2}-4 \gamma \alpha}\right) / 2$. Since one of our choices always makes $|a|>\max (|\alpha|,|\gamma|)$, hence, the bidiagonal Toeplitz matrices $L^{\prime}$ and $U^{\prime}$ are diagonally dominant. The computation of $a$ and $d$ provides the Toeplitz factorization of the matrix $A^{\prime}$, which can be done in $O(1)$ time.

### 2.2. Solving the Perturbed System

### 2.2.1. The first method

In this section, our first vectorized method for solving $A_{m}^{\prime} \mathbf{x}^{\prime}=\mathbf{b}^{\prime}$ in a highly vectorized way consists of two parts:
(1) vectorization of a lower bidiagonal Toeplitz system, $L_{m}^{\prime} \mathbf{y}^{\prime}=\mathbf{b}^{\prime}$;
(2) vectorization of an upper bidiagonal Toeplitz system, $U_{m}^{\prime} \mathbf{x}^{\prime}=\mathbf{y}^{\prime}$.

We would especially point out that due to our matrix perturbation technique, all the vector operations involved are scaled by a constant, which is very important for the efficient implementation on the vector computer.

For convenience, we first describe the vectorized method for solving the general lower bidiagonal Toeplitz system (LBTS), $L_{m} \mathbf{x}=\mathbf{y}$, where

$$
L_{m}=\left(\begin{array}{cccccc}
r & & & & & \\
s & r & & & & \\
& \cdot & \cdot & & & \\
& & & s & r & \\
& & & & s & r
\end{array}\right)_{m \times m}, \quad \text { for }|r|>|s|
$$

and $\mathbf{y}=\left(y_{1}, y_{2}, \ldots, y_{m}\right)^{\top}$. In Section 2.1, we know that $m=p q$. Therefore, we partition the above LBTS into $p$ LBTS's. Each LBTS can be written as

$$
\begin{equation*}
L_{q} \mathbf{x}^{\prime(i)}=\mathbf{y}^{(i)}, \quad \text { for } i=0,1, \ldots, p-1 \tag{3}
\end{equation*}
$$

where $\mathbf{x}^{\prime(i)}=\left(x_{i q+1}^{\prime}, x_{i q+2}^{\prime}, \ldots, x_{i q+q}^{\prime}\right)^{\top}$ and $\mathbf{y}^{(i)}=\left(y_{i q+1}, y_{i q+2}, \ldots, y_{i q+q}\right)^{\top}$. Our vectorized subroutine for solving these $p$ smaller LBTS's is shown in Appendix 1, where Loop-5 and Loop-20 can be vectorized with vector length $p$. Specifically, only scalar $\times$ vector operations are involved in this subroutine.

After solving $\mathbf{x}^{\prime}$ in a vectorized way, we have

$$
\begin{equation*}
L_{m} \mathbf{x}^{\prime}=\mathbf{y}+s \sum_{i=1}^{p-1} x_{i q}^{\prime} \mathbf{e}_{i q+1} \tag{4}
\end{equation*}
$$

where $e_{k}=(\underbrace{0, \ldots, 0,1}_{k}, \underbrace{0, \ldots, 0}_{m-k})^{\top}$ for $1 \leq k \leq m$. Since
$L_{m} \mathbf{e}_{k}=r \mathbf{e}_{k}+s \mathbf{e}_{k+1}$,

$$
1 \leq k<m
$$

we have

$$
\begin{align*}
L_{m}\left(\sum_{j=0}^{t-1} \frac{1}{r}\left(-\frac{s}{r}\right)^{j} \mathbf{e}_{k+j}\right) & =\sum_{j=0}^{t-1}\left(-\frac{s}{r}\right)^{j} \mathbf{e}_{k+j}-\sum_{j=0}^{t-1}\left(-\frac{s}{r}\right)^{j+1} \mathbf{e}_{k+j+1}  \tag{5}\\
& =\mathbf{e}_{k}-\left(-\frac{s}{r}\right)^{t} \mathbf{e}_{k+t}
\end{align*}
$$

Let

$$
\begin{equation*}
\mathbf{x}=\mathbf{x}^{\prime}-\frac{s}{r} \sum_{i=1}^{p-1} x_{i q}^{\prime} \sum_{j=0}^{t-1}\left(-\frac{s}{r}\right)^{j} \mathbf{e}_{i q+j+1} \tag{6}
\end{equation*}
$$

where $t$ denotes the length of the update vector which will be discussed in Section 2.3 , the solution vector $\mathbf{x}$ of (6) can be computed by using the vectorized subroutine as shown in Appendix 2, where Loop- 40 can be vectorized with vector length $p-1$. Only scalar $\times$ vector operations are involved in this subroutine.

By (5) and (6), we have

$$
\begin{aligned}
L_{m} \mathbf{x} & =\mathbf{y}+s \sum_{i=1}^{p-1} x_{i q}^{\prime} \mathbf{e}_{i q+1}-s \sum_{i=1}^{p-1} x_{i q}^{\prime}\left(\mathbf{e}_{i q+1}-\left(-\frac{s}{r}\right)^{t} \mathbf{e}_{i q+t+1}\right) \\
& =\mathbf{y}+s \sum_{i=1}^{p-1} x_{i q}^{\prime}\left(-\frac{s}{r}\right)^{t} \mathbf{e}_{i q+t+1}
\end{aligned}
$$

hence,

$$
\begin{equation*}
\left\|L_{m} \mathbf{x}-\mathbf{y}\right\| \leq|s|\left|\frac{s}{r}\right|^{t}\left\|\mathbf{x}^{\prime}\right\| \tag{7}
\end{equation*}
$$

To estimate $\left\|\mathbf{x}^{\prime}\right\|$, we need the following lemma.

Lemma 1. If

$$
L=\left(\begin{array}{cccccc}
r & & & & & \\
s & r & & & & \\
& \cdot & \cdot & & & \\
& & & s & r & \\
& & & & s & r
\end{array}\right), \quad|r|>|s|
$$

then $\left\|L^{-1} \mathbf{y}\right\| \leq 1 /(|r|-|s|)\|y\|$.
Proof. See Appendix 3.
Using the above similar partition approach, it is easy to design our two vectorized subroutines, VUPPER1 ( $\mathrm{r}, \mathrm{s}$ ) (vs. VLOW1 $(\mathrm{r}, \mathrm{s})$ ) and UPDATEUPPER1 ( $\mathrm{r}, \mathrm{s}, \mathrm{t}$ ) (vs. UPDATELOW1 ( $\mathrm{r}, \mathrm{s}, \mathrm{t}$ )), for solving the general upper bidiagonal Toeplitz system (UBTS), $U_{m} \mathbf{x}=\mathbf{y}$, where

$$
U_{m}=\left(\begin{array}{cccccc}
r & s & & & & \\
& r & s & & & \\
& & \cdot & \cdot & & \\
& & & & r & s \\
& & & & & r
\end{array}\right), \quad \text { for }|r|>|s|
$$

For saving space, we omit the pseudo codes for these two subroutines.
Return to solve $A_{m}^{\prime} \mathbf{x}^{\prime}=\mathbf{b}^{\prime}$. Since $A_{m}^{\prime}=L_{m}^{\prime} U_{m}^{\prime}$, we first solve $L_{m}^{\prime} \mathbf{y}^{\prime}=\mathbf{b}^{\prime}$, where $\mathbf{b}^{\prime}=$ $(b_{1}, b_{2}, \ldots, b_{n}, \underbrace{0, \ldots, 0}_{m-n})^{\top}$, then solve $U_{m}^{\prime} \mathbf{x}^{\prime}=\mathbf{y}^{\prime}$. Using our previous vectorized methods for solving general lower and upper bidiagonal systems, the following algorithm is used to solve $A_{m}^{\prime} \mathbf{x}^{\prime}=\mathbf{b}^{\prime}$.

```
C******the entry array y represents vector b'
C*******the exit array represents vector x'
    CALL VLOW1(1,-d)
    CALL UPDATELOW(1,-d,t1)
    CALL VUPPER1(a,gamma)
    CALL UPDATEUPPER(a,gamma,t2)
```

Lemma 2. Let $c_{1}=1 /(1-|d|)$ and $c_{2}=(1+|d|)|\gamma|(1 /(|a|-|\gamma|))((1+|d|) /(1-|d|))$, then

$$
\left\|A_{m}^{\prime} \mathbf{x}^{\prime}-\mathbf{b}^{\prime}\right\| \leq\left(c_{1}|d|^{t_{1}+1}+c_{2}\left|\frac{\gamma}{a}\right|^{t_{2}}\right)\|\mathbf{b}\|
$$

The term $c_{1}|d|^{t_{1}+1}$ will be less than $\xi$, if $t_{1}$ is greater than $\left(\log \xi-\log c_{1}\right) / \log |d|-1$; the term $c_{2}|\gamma / a|^{t_{2}+1}$ will be less than $\xi$, if $t_{2}$ is greater than $\left(\left(\log \xi-\log c_{2}\right) /(\log |\gamma / a|)\right)-1$. Let $c_{3}=$ $((1+|\gamma / a|) /(|a|-|\gamma|))((1+|d|) /(1-|d|))$, then it yields

$$
\left\|\mathbf{x}^{\prime}\right\| \leq c_{3}\|\mathbf{b}\|
$$

## Proof. See Appendix 4.

Lemma 2 will be used in the analysis of the update phase in Section 2.3.
In the following section, based on the product expansion method [12,13], we present the second vectorized method for solving $A_{m}^{\prime} \mathbf{x}^{\prime}=\mathbf{b}^{\prime}$, where $m=n$, since we do not need the partition approach as described in Section 2.2.1.

### 2.2.2. The second method

Now we describe our second vectorized method for solving $L_{m} \mathbf{x}=\mathbf{y}$. All the vector operations involved are scaled only by a constant.

Since $L_{m}=r(I-E)$ with

$$
E=\left(\begin{array}{cccccc}
0 & & & & & \\
-\frac{s}{r} & 0 & & & & \\
& \cdot & \cdot & & & \\
& & & -\frac{s}{r} & 0 & \\
& & & & -\frac{s}{r} & 0
\end{array}\right)
$$

the system $L_{m} \mathbf{x}=\mathbf{y}$ is equal to $(I-E) \mathbf{x}=(1 / r) \mathbf{y}$. $\mathbf{x}$ can be obtained by computing $\mathbf{x}=$ $\left(I+E^{2^{k}}\right) \cdots\left(I+E^{2}\right)(I+E)((1 / r) \mathbf{y})$ because

$$
\begin{aligned}
L_{m} \mathbf{x} & =r(I-E) \mathbf{x} \\
& =r(I-E)(I+E)\left(I+E^{2}\right) \cdots\left(I+E^{2^{k}}\right)\left(\frac{1}{r} \mathbf{y}\right) \\
& =\left(I-E^{2^{k+1}}\right) \mathbf{y}
\end{aligned}
$$

Since

$$
E^{2^{k+1}}=\left(\begin{array}{llll}
\left(-\frac{s}{r}\right)^{2^{k+1}} & & \\
& \cdots & & \\
& & \left(-\frac{s}{r}\right)^{k^{k+1}} & \\
& & & \left(-\frac{s}{r}\right)^{k^{k+1}}
\end{array}\right)
$$

we then have

$$
\begin{equation*}
\left\|L_{m} \mathbf{x}-\mathbf{y}\right\| \leq\left|\frac{s}{r}\right|^{2^{k+1}}\|\mathbf{y}\| \tag{8}
\end{equation*}
$$

The relative residual $\left(\left\|L_{m} \mathbf{x}-\mathbf{y}\right\|\right) /\|\mathbf{y}\|$ will be less than $\xi$, if $k$ is greater than $\log (\log \xi /(\log |s / r|))$ -1 . Therefore, the computation of $\mathbf{x}\left(=\mathbf{x}^{(k+1)}\right)$ can be accomplished by the following iterative formula:

$$
\begin{equation*}
\mathbf{x}^{(i+1)}=\left(I+E^{2^{i}}\right) \mathbf{x}^{(i)}=\mathbf{x}^{(i)}+E^{2^{2}} \mathbf{x}^{(i)}, \quad 0 \leq i \leq k \tag{9}
\end{equation*}
$$

with the initial assignment $\mathbf{x}^{(0)}=(1 / r) \mathbf{y}$.
From (8), we have $\left\|\mathbf{x}^{(i+1)}\right\| \leq\left(1+|s / r|^{2^{i}}\right)\left\|\mathbf{x}^{(i)}\right\|$. Thus,

$$
\begin{align*}
\left\|\mathbf{x}^{(k+1)}\right\| & \leq\left(1+\left|\frac{s}{r}\right|^{2^{k}}\right)\left(1+\left|\frac{s}{r}\right|^{2^{k-1}}\right) \cdots\left(1+\left|\frac{s}{r}\right|\right)\left|\frac{1}{r}\right|\|\mathbf{y}\| \\
& =\frac{1-|s / r|^{2^{k+1}}}{1-|s / r|}\left|\frac{1}{r}\right|\|\mathbf{y}\|  \tag{10}\\
& \leq \frac{1}{|r|-|s|}\|\mathbf{y}\|
\end{align*}
$$

The formal vectorized subroutine for computing $\mathbf{x}^{(k+1)}$ is shown in Appendix 5, where mainly scalar $\times$ vector operations are involved in this subroutine.

Similarly, it is easy to design our vectorized subroutine for solving the general UBTS system, $U_{m} \mathbf{x}=\mathbf{y}$. The corresponding vectorized subroutine is shown in Appendix 6, where mainly scalar $\times$ vector operations are involved in this subroutine.

Using our previous two vectorized subroutines shown in Appendices 5 and 6 for solving general lower and upper bidiagonal systems, respectively, the following procedure is used to solve $A_{m}^{\prime} \mathbf{x}^{\prime}=\mathbf{b}^{\prime}$.

```
CALL VLOW2(1, -d,k1)
CALL VUPPER2(a,gamma,k2)
```

Lemma 3. Let $c_{1}^{\prime}=1$ and $c_{2}^{\prime}=(1+|d|) /(1-|d|)$, then we have

$$
\left\|A_{m}^{\prime} \mathbf{x}^{\prime}-\mathbf{b}^{\prime}\right\| \leq\left(c_{1}^{\prime}|d|^{2^{k_{1}+1}}+c_{2}^{\prime}\left|d^{\prime}\right|^{2^{k_{2}+1}}\right)\|\mathbf{b}\|
$$

The term $c_{1}^{\prime}|d|^{2^{k_{1}+1}}$ will be less than $\xi$, if $k_{1}$ is greater than $\log (\log \xi / \log |d|)-1$; the term $c_{2}^{\prime}\left|d^{\prime}\right|^{k_{2}+1}$ will be less than $\xi$, if $k_{2}$ is greater than $\log \left(\left(\log \xi-\log c_{2}^{\prime}\right) / \log |d|\right)-1$. Let $c_{3}^{\prime}=$ $(1 /(|a|-|\gamma|)(1 /(1-|d|))$, then it follows that

$$
\left\|\mathbf{x}^{\prime}\right\| \leq c_{3}^{\prime}\|\mathbf{b}\|
$$

Proof. See Appendix 7.
Lemma 3 will be used in the following section.

### 2.3. Update

After solving the perturbed system $A_{m}^{\prime} \mathbf{x}^{\prime}=\mathbf{b}^{\prime}$ approximately, the approximate solution of $\mathbf{x}$ will be recovered from the perturbed system in this section.

Let $\mathbf{z}^{\prime}=A_{m}^{\prime} \mathbf{x}^{\prime}-\mathbf{b}^{\prime}, \overline{\mathbf{z}}=\left(z_{1}^{\prime}, z_{2}^{\prime}, \ldots, z_{n}^{\prime}\right)^{\top}, \overline{\mathbf{x}}=\left(x_{1}^{\prime}, x_{2}^{\prime}, \ldots, x_{n}^{\prime}\right)^{\top}$, and $\mathbf{w}=A_{n} \overline{\mathbf{x}}-\mathbf{b}$. Since

$$
\begin{align*}
w_{i} & =\alpha x_{i-1}^{\prime}+\beta x_{i}^{\prime}+\gamma x_{i+1}^{\prime}-b_{i}=z_{i}^{\prime}, \quad \text { for } 1<i<n \\
w_{1} & =\beta_{1} x_{1}^{\prime}+\beta_{2} x_{2}^{\prime}+\beta_{3} x_{n}^{\prime}-b_{1}  \tag{11}\\
w_{n} & =\beta_{3}^{\prime} x_{1}^{\prime}+\beta_{2}^{\prime} x_{n-1}^{\prime}+\beta_{1} x_{n}^{\prime}-b_{n}
\end{align*}
$$

we have $\left\|\mathbf{w}-w_{1} \mathbf{e}_{1}-w_{n} \mathbf{e}_{n}\right\| \leq\|\overline{\mathbf{z}}\| \leq\left\|\mathbf{z}^{\prime}\right\|$. By Lemma 2, it follows that

$$
\begin{equation*}
\left\|A_{n} \overline{\mathbf{x}}-\mathbf{b}-w_{1} \mathbf{e}_{1}-w_{n} \mathbf{e}_{n}\right\| \leq\left\|\mathbf{z}^{\prime}\right\| \leq\left(c_{1}|d|^{t_{\mathbf{1}}+1}+c_{2}\left|\frac{\gamma}{a}\right|^{t_{2}}\right)\|\mathbf{b}\| \tag{12}
\end{equation*}
$$

The value of $\left\|\mathbf{z}^{\prime}\right\|$ will be very small when $t_{1}$ and $t_{2}$ are large enough. Therefore, the approximate solution of $\mathbf{x}$ to be determined equals $\overline{\mathbf{x}}-\mathbf{p}$, where

$$
\begin{equation*}
A \mathbf{p} \doteq w_{1} \mathbf{e}_{1}+w_{n} \mathbf{e}_{n} \tag{13}
\end{equation*}
$$

To solve $\mathbf{p}$, we try to ignore the first and last equalities of the system $A \mathbf{p} \doteq w_{1} \mathbf{e}_{1}+w_{n} \mathbf{e}_{n}$, then we must solve the recurrence relation: $\alpha p_{i-1}+\beta p_{i}+\gamma p_{i+1}=0$ for $2 \leq i \leq n-1$. From $a-\gamma d=\beta$, $-a d=\alpha$, it follows that $\alpha+\beta d+\gamma d^{2}=0$ and $\gamma+\beta d^{\prime}+\alpha d^{\prime 2}=0$, where $d^{\prime}=-\gamma / a$. Naturally, if we try $\mathbf{p}_{1}=(\underbrace{d, d^{2}, \ldots, d^{t_{3}}}_{t_{3}}, \underbrace{0, \ldots, 0}_{n-t_{3}})^{\top}$, then

$$
\begin{align*}
A_{n} \mathbf{p}_{1} & =(\underbrace{\beta_{1} d+\beta_{2} d^{2}, \alpha d+\beta d^{2}+\gamma d^{3}, \ldots, \alpha d^{t_{3}-1}+\beta d^{t_{3}}}_{t_{3}}, \underbrace{\alpha d^{t_{3}}, 0, \ldots, 0, \beta_{3}^{\prime} d}_{n-t_{3}})^{\top} \\
& =(\underbrace{\beta_{1} d+\beta_{2} d^{2}, 0, \ldots, 0, \alpha d^{t_{3}-1}+\beta d^{t_{3}}}_{t_{3}}, \underbrace{\alpha d^{t_{3}}, 0, \ldots, 0, \beta_{3}^{\prime} d}_{n-t_{3}})^{\top}  \tag{14}\\
& =u \mathbf{e}_{1}+v \mathbf{e}_{n}+\alpha d^{t_{3}}\left(-d \frac{\gamma}{\alpha} \mathbf{e}_{t_{3}}+\mathbf{e}_{t_{3}+1}\right),
\end{align*}
$$

where $u=\left(\beta_{1} d+\beta_{2} d^{2}\right)$ and $v=\beta_{3}^{\prime} d$. Similarly, if we try $\mathbf{p}_{2}=(\underbrace{0, \ldots, 0}_{n-t_{4}}, \underbrace{d^{\prime t_{4}}, \ldots, d^{2}, d^{\prime}}_{t_{4}})^{\top}$, then

$$
\begin{equation*}
A_{n} \mathbf{p}_{2}=u^{\prime} \mathbf{e}_{\mathbf{1}}+v^{\prime} \mathbf{e}_{n}+\gamma d^{t_{4}}\left(-d^{\prime} \frac{\alpha}{\gamma} \mathbf{e}_{n-t_{4}+1}+\mathbf{e}_{n-t_{4}}\right) \tag{15}
\end{equation*}
$$

where $v^{\prime}=\left(\beta_{1}^{\prime} d^{\prime}+\beta_{2}^{\prime} d^{2}\right)$ and $u^{\prime}=\beta_{3} d^{\prime}$.
Let

$$
\begin{equation*}
\mathbf{p}=s \mathbf{p}_{1}+s^{\prime} \mathbf{p}_{2} \tag{16}
\end{equation*}
$$

then by (14) and (15), we have

$$
\begin{equation*}
A_{n} \mathbf{p}=\left(s u+s^{\prime} u^{\prime}\right) \mathbf{e}_{1}+\left(s v+s^{\prime} v^{\prime}\right) \mathbf{e}_{n}+\mathbf{r} \tag{17}
\end{equation*}
$$

where $\mathbf{r}=s \alpha d^{t_{3}}\left(-d(\gamma / \alpha) \mathbf{e}_{t_{3}}+\mathbf{e}_{t_{3}+1}\right)+s^{\prime} \gamma d^{t_{4}}\left(-d^{\prime}(\alpha / \gamma) \mathbf{e}_{n-t_{4}+1}+\mathbf{e}_{n-t_{4}}\right)$.
Comparing with (13), we let $s u+s^{\prime} u^{\prime}=w_{1}$ and $s v+s^{\prime} v^{\prime}=w_{n}$, and it follows that

$$
\begin{align*}
s & =\frac{w_{1} v^{\prime}-w_{n} u^{\prime}}{u v^{\prime}-v u^{\prime}} \\
s^{\prime} & =\frac{u w_{n}-v w_{1}}{u v^{\prime}-v u^{\prime}}  \tag{18}\\
A_{n} \mathbf{p} & =w_{1} \mathbf{e}_{1}+w_{n} \mathbf{e}_{n}+\mathbf{r}
\end{align*}
$$

After determining $\mathbf{p}$, the subroutine for computing $\mathbf{x}(=\overline{\mathbf{x}}-\mathbf{p})$ is shown in Appendix 8 , where the above concerning operations are the well-known prefix-product operations.

Furthermore, combining the vectorized subroutines described in Section 2.2.1, and the above subroutine shown in Appendix 8, our first vectorized algorithm for solving (1) is constituted by the following five subroutines.

```
CALL VLOW1(1,-d)
CALL UPDATELOW (1,-d,t1)
CALL VUPPER1(a,gamma)
CALL UPDATEUPPER(a,gamma,t2)
CALL FINAL(t3,t4)
```

Similarly, combining the vectorized subroutines described in Section 2.2.2, and the subroutine FINAL $\left(t_{3}, t_{4}\right)$, our second vectorized algorithm for solving (1) is shown below.

```
CALL VLOW2(1,-d,k1)
CALL VUPPER2(a,gamma,k2)
CALL FINAL(t3,t4)
```


### 2.4. Error Analyses

### 2.4.1. For the first method

The following theorem gives the error analysis of our first vectorized algorithm for solving (1).
THEOREM 4. Let $c_{4}=1+\left(\left|\beta_{1}\right|+\left|\beta_{2}\right|+\left|\beta_{3}\right|\right) c_{3}, c_{5}=1+\left(\left|\beta_{1}^{\prime}\right|+\left|\beta_{2}^{\prime}\right|+\left|\beta_{3}^{\prime}\right|\right) c_{3}, c_{6}=\left(c_{4}\left|v^{\prime}\right|+\right.$ $\left.c_{5}\left|u^{\prime}\right|\right) /\left(\left|u v^{\prime}-v u^{\prime}\right|\right)$, and $c_{7}=\left(c_{5}|u|+c_{4}|v|\right) /\left(\left|u v^{\prime}-v u^{\prime}\right|\right)$, we have

$$
\frac{\left\|A_{n} \mathbf{x}-\mathbf{b}\right\|}{\|\mathbf{b}\|} \leq\left(c_{1}|d|^{t_{1}+\mathbf{1}}+c_{2}\left|d^{\prime}\right|^{t_{2}}+c_{8}|d|^{t_{3}}+c_{9}\left|d^{\prime}\right|^{t_{4}}\right)
$$

where $c_{8}=c_{6}|\alpha|$ and $c_{9}=c_{7}|\gamma|$.
Proof. See Appendix 9.

For simplicity, by Theorem 4 we define the following notations: $t_{1}(\xi)=\min \left\{t \in N: c_{1}|d|^{t+1}<\right.$ $\xi / 4\} ; t_{2}(\xi)=\min \left\{t \in N: c_{2}\left|d^{\prime}\right|^{t}<\xi / 4\right\} ; t_{3}(\xi)=\min \left\{t \in N: c_{8}|d|^{t}<\xi / 4\right\} ; t_{4}(\xi)=\min \{t \in$ $\left.N: c_{9}\left|d^{\prime}\right|^{t}<\xi / 4\right\}$, where $\xi$ is the upper bound of the relative residual. If $\max \left(t_{1}(\xi), t_{2}(\xi)\right)>n / p$ or $\max \left(t_{3}(\xi), t_{4}(\xi)\right)>n$, then our first vectorized algorithm will break down when the required relative tolerance is sufficiently small and/or the diagonal dominance ratio is sufficiently close to 2 .

However, for some cases, our first vectorized algorithm works well. For example, for conventional B-spline curve fitting [14,15], the corresponding system is of (1) with $\beta_{1}=5, \beta_{2}=1$, $\beta=4, \beta_{3}=0, \alpha=1, \gamma=1, \beta_{1}^{\prime}=5, \beta_{2}^{\prime}=1$, and $\beta_{3}^{\prime}=0$. We have $t_{1}(\xi)=11, t_{2}(\xi)=12$, $t_{3}(\xi)=13$, and $t_{4}(\xi)=13$ for $\xi=10^{-6}$; we have $t_{1}(\xi)=13, t_{2}(\xi)=14, t_{3}(\xi)=15$, and $t_{4}(\xi)=15$ for $\xi=10^{-7}$. For closed B-spline curve fitting [14], the corresponding system is of (1) with $\beta_{1}=4$, $\beta_{2}=1, \beta=4, \beta_{3}=1, \alpha=1, \gamma=1, \beta_{1}^{\prime}=4, \beta_{2}^{\prime}=1$, and $\beta_{3}^{\prime}=1$. We have $t_{1}(\xi)=11, t_{2}(\xi)=12$, $t_{3}(\xi)=14$, and $t_{4}(\xi)=14$ for $\xi=10^{-6}$; we have $t_{1}(\xi)=13, t_{2}(\xi)=14, t_{3}(\xi)=15$, and $t_{4}(\xi)=15$ for $\xi=10^{-7}$. Furthermore, let us examine the other two cases. If the system is of (1) with $\beta_{1}=3$, $\beta_{2}=1, \beta=3, \beta_{3}=1, \alpha=1, \gamma=1, \beta_{1}^{\prime}=3, \beta_{2}^{\prime}=1$, and $\beta_{3}^{\prime}=1$, we have $t_{1}(\xi)=16, t_{2}(\xi)=17$, $t_{3}(\xi)=19$, and $t_{4}(\xi)=19$ for $\xi=10^{-6}$. If the system with small diagonal dominance ratio is of (1) with $\beta_{1}=2.1, \beta_{2}=1, \beta=2.1, \beta_{3}=1, \alpha=1, \gamma=1, \beta_{1}^{\prime}=2.1, \beta_{2}^{\prime}=1$, and $\beta_{3}^{\prime}=1$, we have $t_{1}(\xi)=52, t_{2}(\xi)=60, t_{3}(\xi)=68$, and $t_{4}(\xi)=68$ for $\xi=10^{-6}$.

### 2.4.2. For the second method

In what follows, we will discuss the error analysis of our second vectorized algorithm for solving (1).

By Lemma 2 and (11), we have

$$
\begin{equation*}
\left|w_{1}\right| \leq c_{4}^{\prime}\|b\| \quad \text { and } \quad\left|w_{n}\right| \leq c_{5}^{\prime}\|b\| \tag{19}
\end{equation*}
$$

where $c_{4}^{\prime}=1+\left(\left|\beta_{1}\right|+\left|\beta_{2}\right|+\left|\beta_{3}\right|\right) c_{3}^{\prime}$ and $c_{5}^{\prime}=1+\left(\left|\beta_{1}^{\prime}\right|+\left|\beta_{2}^{\prime}\right|+\left|\beta_{3}^{\prime}\right|\right) c_{3}^{\prime}$. By (18) and (19), we have

$$
\begin{equation*}
|s| \leq c_{6}^{\prime}\|\mathbf{b}\| \quad \text { and } \quad\left|s^{\prime}\right| \leq c_{7}^{\prime}\|\mathbf{b}\| \tag{20}
\end{equation*}
$$

where $c_{6}^{\prime}=\left(c_{4}^{\prime}\left|v^{\prime}\right|+c_{5}^{\prime}\left|u^{\prime}\right|\right) /\left(\left|u v^{\prime}-v u^{\prime}\right|\right)$ and $c_{7}^{\prime}=\left(c_{5}^{\prime}|u|+c_{4}^{\prime}|v|\right) /\left(\left|u v^{\prime}-v u^{\prime}\right|\right)$. By the variation of (9a) and (20), we have the following result.

Theorem 5.

$$
\frac{\left\|A_{n} \mathbf{x}-\mathbf{b}\right\|}{\|\mathrm{b}\|} \leq\left(|d|^{2^{k_{1}+1}}+c_{2}^{\prime}\left|d^{\prime}\right|^{2^{k_{2}+1}}+c_{8}^{\prime}|d|^{t_{3}}+c_{9}^{\prime}\left|d^{\prime}\right|^{t_{4}}\right)
$$

where $c_{8}^{\prime}=c_{6}^{\prime}|\alpha|$ and $c_{9}^{\prime}=c_{7}^{\prime}|\gamma|$.
For simplicity, by (20) we define the following notations: $t_{1}(\xi)=\min \left\{t \in N:|d|^{2^{t+1}}<\xi / 4\right\}$; $t_{2}(\xi)=\min \left\{t \in N: c_{2}^{\prime}\left|d^{\prime}\right|^{2^{t+1}}<\xi / 4\right\} ; t_{3}(\xi)=\min \left\{t \in N: c_{8}^{\prime}|d|^{t}<\xi / 4\right\} ; t_{4}(\xi)=\min \{t \in N:$ $\left.c_{9}^{\prime}\left|d^{\prime}\right|^{t}<\xi / 4\right\}$, where $\xi$ is the upper bound of the relative residual.

If $\max \left(t_{1}(\xi), t_{2}(\xi)\right)>n$ or $\max \left(t_{3}(\xi), t_{4}(\xi)\right)>n$, then our second vectorized algorithm will break down when the required relative tolerance is sufficiently small and/or the diagonal dominance ratio is sufficiently close to 2 .

However, for some cases, our second vectorized algorithm works well. For the conventional B-spline curve fitting, we have $t_{1}(\xi)=3, t_{2}(\xi)=3, t_{3}(\xi)=13$, and $t_{4}(\xi)=13$ for $\xi=10^{-6}$; we have $t_{1}(\xi)=3, t_{2}(\xi)=3, t_{3}(\xi)=15$, and $t_{4}(\xi)=15$ for $\xi=10^{-7}$. For closed B-spline curve fitting, we have $t_{1}(\xi)=3, t_{2}(\xi)=3, t_{3}(\xi)=13$, and $t_{4}(\xi)=13$ for $\xi=10^{-6}$; we have $t_{1}(\xi)=3$, $t_{2}(\xi)=3, t_{3}(\xi)=15$, and $t_{4}(\xi)=15$ for $\xi=10^{-7}$. Furthermore, let us examine the previous two cases with diagonal dominance ratios $3 / 2$ and $2.1 / 2$, respectively. For the first case, we have $t_{1}(\xi)=3, t_{2}(\xi)=4, t_{3}(\xi)=19$, and $t_{4}(\xi)=19$ for $\xi=10^{-6}$. For the second case, we have $t_{1}(\xi)=5, t_{2}(\xi)=5, t_{3}(\xi)=65$, and $t_{4}(\xi)=65$ for $\xi=10^{-6}$.

## 3. EXPERIMENTAL RESULTS

The machine used in the numerical experiments is the CRAY X-MP EA/116se. The machine has a register-register architecture without the cache memory and has one vector processor which contains eight 64 -bit vector registers of length 64 . Memory is divided into 16 banks and each bank contains 1 M 64 -bit words. Each bank requires 14 cycle time (one cycle time needs 8.5 nanoseconds) before it is ready for another request. The peak performance is 235 MFLOPS (millions of floating-point operations per second). In order to avoid memory conflicts for some $m$, the value of $m(\geq 512)$ can be selected as $64(2 z+1)$, where $z$ is the smallest positive integer such that it satisfies that $64(2 z+1) \geq n$. Here $m=64(2\lceil n / 128\rceil+1)$.

All of our testing data, $\mathbf{b}$ 's are generated by a random number generator, a function call $\operatorname{ranf}()$, and each entry of $\mathbf{b}$ is ranged from 0 to 1 . Our two vectorized algorithms are coded by CRAY Fortran 77 language. The operating system used here is UNICOS 6.1.6 and the compiler is called CF77.

Let $A_{i 1}=A_{i}(2.5), A_{i 2}=A_{i}(2.7)$, and $A_{i 3}=A_{i}(3)$ for $i=1,2$, where

$$
A_{1}(\beta)=\left(\begin{array}{cccccc}
\beta & 1 & & & & \\
1 & \beta & 1 & & & \\
& \cdot & \cdot & \cdot & & \\
& & & 1 & \beta & 1 \\
& & & & 1 & \beta
\end{array}\right)
$$

and

$$
A_{2}(\beta)=\left(\begin{array}{cccccc}
\beta & 1 & & & & 1 \\
1 & \beta & 1 & & & \\
& \cdot & \cdot & \cdot & & \\
& & & 1 & \beta & 1 \\
1 & & & & 1 & \beta
\end{array}\right)
$$

In addition, we let

$$
A_{14}=\left(\begin{array}{cccccc}
5 & 1 & & & & \\
1 & 4 & 1 & & & \\
& \cdot & \cdot & \cdot & & \\
& & & 1 & 4 & 1 \\
& & & & 1 & 5
\end{array}\right)
$$

and

$$
A_{24}=\left(\begin{array}{ccccccc}
5 & 1 & & & & & 1 \\
1 & 4 & 1 & & & & \\
& \cdot & \cdot & \cdot & & \\
& & & 1 & 4 & 1 \\
1 & & & & 1 & 5
\end{array}\right)
$$

which are derived from the conventional B-spline curve fitting problem and have been discussed in Section 2.4. When running our two algorithms on CRAY X-MP EA/116se, the performance is illustrated in Table 1 and Table 2, respectively.

Table 1. First algorithm's performance on CRAY X-MP EA/116se.

| $n$ | $p$ | $q$ | time | $r_{11}$ | $r_{12}$ | $r_{13}$ | $r_{14}$ | $r_{21}$ | $r_{22}$ | $r_{23}$ | $r_{24}$ |
| :---: | :---: | ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2048 | 64 | 33 | 0.18 | $10^{-8}$ | $10^{-10}$ | $10^{-11}$ | $10^{-11}$ | $10^{-8}$ | $10^{-10}$ | $10^{-11}$ | $10^{-11}$ |
| 4096 | 64 | 65 | 0.27 | $10^{-8}$ | $10^{-10}$ | $10^{-11}$ | $10^{-11}$ | $10^{-8}$ | $10^{-10}$ | $10^{-11}$ | $10^{-11}$ |
| 8192 | 64 | 129 | 0.45 | $10^{-8}$ | $10^{-10}$ | $10^{-11}$ | $10^{-11}$ | $10^{-8}$ | $10^{-10}$ | $10^{-11}$ | $10^{-11}$ |
| 16384 | 64 | 257 | 0.81 | $10^{-8}$ | $10^{-10}$ | $10^{-11}$ | $10^{-11}$ | $10^{-8}$ | $10^{-10}$ | $10^{-11}$ | $10^{-11}$ |

Table 2. Second algorithm's performance on CRAY X-MP EA/116se.

| $n$ | time | $r_{11}$ | $r_{12}$ | $r_{13}$ | $r_{14}$ | $r_{21}$ | $r_{22}$ | $r_{23}$ | $r_{24}$ |
| :---: | :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 128 | 0.043 | $10^{-10}$ | $10^{-12}$ | $10^{-14}$ | $10^{-14}$ | $10^{-10}$ | $10^{-12}$ | $10^{-14}$ | $10^{-14}$ |
| 256 | 0.066 | $10^{-10}$ | $10^{-12}$ | $10^{-14}$ | $10^{-14}$ | $10^{-10}$ | $10^{-12}$ | $10^{-14}$ | $10^{-14}$ |
| 512 | 0.11 | $10^{-10}$ | $10^{-12}$ | $10^{-14}$ | $10^{-14}$ | $10^{-10}$ | $10^{-12}$ | $10^{-14}$ | $10^{-14}$ |
| 1024 | 0.20 | $10^{-10}$ | $10^{-12}$ | $10^{-14}$ | $10^{-14}$ | $10^{-10}$ | $10^{-12}$ | $10^{-14}$ | $10^{-14}$ |

In Tables 1 and 2 , the symbols $n, p$, and $q \times q$ denote the size of $\mathbf{b}$, the number of the blocks, the size of one block. The symbol 'time' in terms of millisecond, represents the time spent in the first vectorized algorithm. The symbol $r_{i j}$ for $1 \leq i \leq 2$ and $1 \leq j \leq 4$ represents the sup-norm of the relative residual corresponding to $A_{i j}$. In Table 1, by Theorem 4, we select $t_{1}=t_{2}=t_{3}=t_{4}=30$; in Table 2, by Theorem 5, we select $k_{1}=k_{2}=5$ and $t_{3}=t_{4}=30$.

## 4. CONCLUSIONS

This paper has presented two fast vectorized algorithms for solving special tridiagonal systems and has analyzed the error analyses. Due to our matrix perturbation technique, all the vector operations involved in the two algorithms are scaled by a constant, which is very important for the efficient implementation on the CRAY X-MP. Some experimental results demonstrate the performance of our two vectorized algorithms. Our results can be applied to solve the quadratic B-spline curve fitting problem [16,17], the parabolic PDE [4] problem, and so on, since these problems belong to the type of special tridiagonal Toeplitz systems.

Using the same matrix perturbation method proposed in this paper, the parallel algorithms for solving (1) on hypercubes [18] and the B-spline surface fitting [19], respectively, have been developed. In addition, the results of this paper can also be applied to solve the diagonally dominant block tridiagonal system to achieve better performance. It is interesting to employ the other parallel tridiagonal solvers [20,21].

## APPENDIX 1

```
    SUBROUTINE VLOW1 ( \(\mathrm{r}, \mathrm{s}\) )
    real \(r, s\)
C*****the entry array y represents vector y
C*****the exit array y represents vector \(x^{\prime}\)
    do \(5 \mathrm{i}=0, \mathrm{p}-1\)
        \(\mathrm{y}(\mathrm{i} * \mathrm{q}+1)=(1 / \mathrm{r}) * \mathrm{y}(\mathrm{i} * \mathrm{q}+1)\)
5 continue
    do \(10 \quad \mathrm{j}=2, \mathrm{q}\)
        do \(20 \mathrm{i}=0, \mathrm{p}-1\)
            \(y(i * q+j)=(1 / r) *(y(i * q+j)-s * y(i * q+j-1))\)
        continue
    continue
```


## APPENDIX 2

        SUBROUTINE UPDATELOW1 \((r, s, t)\)
        real \(r, s\)
        integer \(t\)
    C******the entry array y represents vector $x^{\prime}$
C******the exit array y represents vector x
temp=1
do $30 \mathrm{j}=0, \mathrm{t}-1$
temp=temp*(-s/r)

```
        do 40 i=1,p-1
                        y(i*q+j+1)=y(i*q+j+1)+y(iq)*temp
            continue
continue
```


## APPENDIX 3

Let $L^{-1} \mathbf{y}=\mathbf{x}$, then $L \mathbf{x}=\mathbf{y}$, i.e.,

$$
\begin{align*}
r x_{1} & =y_{1},  \tag{3a}\\
s x_{i-1}+r x_{i} & =y_{i}, \quad i>1 . \tag{3~b}
\end{align*}
$$

If $\|\mathbf{x}\|=\left|x_{1}\right|$, then by (3a), we have $\|\mathbf{y}\| \geq\left|y_{1}\right|=\left|r x_{1}\right|=|r|\|\mathbf{x}\|$. If $\|\mathbf{x}\|=\left|x_{i}\right|$ for some $i>1$, then by (3b) and the triangular inequality, we have

$$
\begin{aligned}
\|\mathbf{y}\| \geq\left|y_{i}\right| & \geq\left|r x_{i}\right|-\left|s x_{i-1}\right| \\
& \geq|r|\|\mathbf{x}\|-|s|\|\mathbf{x}\| \\
& =(|r|-|s|)\|\mathbf{x}\|
\end{aligned}
$$

We complete the proof and have $\|\mathbf{x}\| \leq(1 /(|r|-|s|))\|\mathbf{y}\|$.

## APPENDIX 4

Taking the triangular inequality on both sides of (6), since $|s / r|<1$, it yields

$$
\begin{equation*}
\|\mathbf{x}\| \leq\left(1+\left|\frac{s}{r}\right|\right)\left\|\mathbf{x}^{\prime}\right\| \tag{4a}
\end{equation*}
$$

Applying Lemma 1 to (3), we have $\left\|{\mathbf{x}^{\prime}}^{(i)}\right\| \leq 1 /(|r|-|s|)\left\|\mathbf{y}^{(i)}\right\|$. Thus, we obtain

$$
\begin{aligned}
\left\|\mathbf{x}^{\prime}\right\| & =\max _{1 \leq i \leq p}\left\|\mathbf{x}^{\prime(i)}\right\| \\
& \leq \max _{1 \leq i \leq p} \frac{1}{|r|-|s|}\left\|\mathbf{y}^{(i)}\right\| \\
& \leq \frac{1}{|r|-|s|}\|\mathbf{y}\|
\end{aligned}
$$

Furthermore, by (7) we have

$$
\begin{equation*}
\left\|L_{m} \mathbf{x}-\mathbf{y}\right\| \leq\left.|s| \frac{s}{r}\right|^{t} \frac{1}{|r|-|s|}\|\mathbf{y}\| \tag{4b}
\end{equation*}
$$

by (4a), we have

$$
\begin{equation*}
\|\mathbf{x}\| \leq \frac{1+|s / r|}{|r|-|s|}\|\mathbf{y}\| \tag{4c}
\end{equation*}
$$

By (4b), (4c), and their variations, the bound of the sup-norm of the residual vector $A_{m}^{\prime} \mathbf{x}^{\prime}-\mathrm{b}^{\prime}$ is derived by

$$
\begin{aligned}
\left\|A_{m}^{\prime} \mathbf{x}^{\prime}-\mathbf{b}^{\prime}\right\| & \leq\left\|L_{m}^{\prime}\left(U_{m}^{\prime} \mathbf{x}^{\prime}-\mathbf{y}^{\prime}\right)\right\|+\left\|L_{m}^{\prime} \mathbf{y}^{\prime}-\mathbf{b}^{\prime}\right\| \\
& \leq(1+|d|)\left\|U_{m}^{\prime} \mathbf{x}^{\prime}-\mathbf{y}^{\prime}\right\|+\left\|L_{m}^{\prime} \mathbf{y}^{\prime}-\mathbf{b}^{\prime}\right\| \\
& \leq\left.(1+|d|)|\gamma| \frac{\gamma}{a}\right|^{t_{2}} \frac{1}{|a|-|\gamma|}\left\|\mathbf{y}^{\prime}\right\|+|d|^{t_{1}+1} \frac{1}{1-|d|}\left\|\mathbf{b}^{\prime}\right\| \\
& \leq\left((1+|d|)|\gamma|\left|\frac{\gamma}{a}\right|^{t_{2}} \frac{1}{|a|-|\gamma|} \frac{1+|d|}{1-|d|}+|d|^{t_{1}+1} \frac{1}{1-|d|}\right)\|\mathbf{b}\| .
\end{aligned}
$$

Let $c_{1}=1 /(1-|d|)$ and $c_{2}=(1+|d|)|\gamma|(1 /(|a|-|\gamma|))((1+|d|) /(1-|d|))$, the above bound is simplified by

$$
\begin{equation*}
\left\|A_{m}^{\prime} \mathbf{x}^{\prime}-\mathbf{b}^{\prime}\right\| \leq\left(c_{1}|d|^{t_{1}+1}+c_{2}\left|\frac{\gamma}{a}\right|^{t_{2}}\right)\|\mathbf{b}\| \tag{4~d}
\end{equation*}
$$

The term $c_{1}|d|^{t_{1}+1}$ will be less than $\xi$, if $t_{1}$ is greater than $\left(\log \xi-\log c_{1}\right) / \log |d|-1$; the term $c_{2}|\gamma / a|^{t_{2}+1}$ will be less than $\xi$, if $t_{2}$ is greater than $\left(\log \xi-\log c_{2}\right) /(\log |\gamma / a|)-1$.

By (4c) and its variation, we have

$$
\begin{aligned}
\left\|\mathbf{x}^{\prime}\right\| & \leq \frac{1+|\gamma / a|}{|a|-|\gamma|}\left\|\mathbf{y}^{\prime}\right\| \\
& \leq \frac{1+|\gamma / a|}{|a|-|\gamma|} \frac{1+|d|}{1-|d|}\left\|\mathbf{b}^{\prime}\right\|
\end{aligned}
$$

Let $c_{3}=((1+|\gamma / a|) /(|a|-|\gamma|))((1+|d|) /(1-|d|))$, then it yields

$$
\left\|\mathbf{x}^{\prime}\right\| \leq c_{3}\|\mathbf{b}\|
$$

## APPENDIX 5

```
SUBROUTINE VLOW2(r,s,k)
integer k
real r,s
p=1
temp=-s/r
C*****Vector operation
    x[1:n]=(1/r)*x[1:n]
    do 10 i=0,k
C*****Compute (15) in a vectorized way
    x[1+p:n]=x[1+p:n]+temp*x[1:n-p]
        temp=temp*temp
        p=p*2
    continue
```


## APPENDIX 6

```
SUBROUTINE VUPPER2(r,s,k)
integer k
real r,s
p=1
temp=-s/r
x[1:n]=(1/r)*x[1:n]
do 10 i=0,k
        x[1:n-p]=x[1:n-p]+temp*x[1+p:n]
        temp=temp*temp
        p=p*2
continue
```
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## APPENDIX 7

By (8), (10), and their variations, the bound of the sup-norm of the residual vector $A_{m}^{\prime} \mathbf{x}^{\prime}-\mathbf{b}^{\prime}$ isderived by

$$
\begin{aligned}
\left\|A_{m}^{\prime} \mathbf{x}^{\prime}-\mathbf{b}^{\prime}\right\| & \leq\left\|L_{m}^{\prime}\left(U_{m}^{\prime} \mathbf{x}^{\prime}-\mathbf{y}^{\prime}\right)\right\|+\left\|L_{m}^{\prime} \mathbf{y}^{\prime}-\mathbf{b}^{\prime}\right\| \\
& \leq(1+|d|)\left\|U_{m}^{\prime} \mathbf{x}^{\prime}-\mathbf{y}^{\prime}\right\|+\left\|L_{m}^{\prime} \mathbf{y}^{\prime}-\mathbf{b}^{\prime}\right\| \\
& \leq(1+|d|)\left|d^{\prime}\right|^{k_{1}+1}\left\|\mathbf{y}^{\prime}\right\|+|d|^{k^{k_{2}+1}}\left\|\mathbf{b}^{\prime}\right\| \\
& \leq(1+|d|)\left|d^{\prime}\right|^{\mathbf{k}^{k_{1}+1}} \frac{1}{1-|d|}\left\|\mathbf{b}^{\prime}\right\|+|d|^{2^{k_{2}+1}}\left\|\mathbf{b}^{\prime}\right\| \\
& \leq\left((1+|d|)\left|d^{\prime}\right|^{k^{k_{1}+1}} \frac{1}{1-|d|}+|d|^{2^{k_{2}+1}}\right)\|\mathbf{b}\| .
\end{aligned}
$$

Let $c_{1}^{\prime}=1$ and $c_{2}^{\prime}=(1+|d|) /(1-|d|)$, then the bound is simplified by

$$
\begin{equation*}
\left\|A_{m}^{\prime} \mathbf{x}^{\prime}-\mathbf{b}^{\prime}\right\| \leq\left(c_{1}^{\prime}|d|^{2^{k_{1}+1}}+c_{2}^{\prime}\left|d^{\prime}\right|^{2^{k_{2}+1}}\right)\|\mathbf{b}\| \tag{7a}
\end{equation*}
$$

The term $c_{1}^{\prime}|d|^{2^{k_{1}+1}}$ will be less than $\xi$, if $k_{1}$ is greater than $\log (\log \xi / \log |d|)-1$; the term $c_{2}^{\prime}\left|d^{\prime}\right|^{2^{k_{2}+1}}$ will be less than $\xi$, if $k_{2}$ is greater than $\log \left(\left(\log \xi-\log c_{2}^{\prime}\right) / \log |d|\right)-1$.

From (10) and its variation, we have

$$
\begin{aligned}
\left\|\mathbf{x}^{\prime}\right\| & \leq \frac{1}{|a|-|\gamma|}\left\|\mathbf{y}^{\prime}\right\| \\
& \leq \frac{1}{|a|-|\gamma|} \frac{1}{1-|d|}\|\mathbf{b}\| .
\end{aligned}
$$

Let $c_{3}^{\prime}=(1 /(|a|-|\gamma|))(1 /(1-|d|))$, then the simplified bound is given by

$$
\begin{equation*}
\left\|\mathbf{x}^{\prime}\right\| \leq c_{3}^{\prime}\|\mathbf{b}\| \tag{7b}
\end{equation*}
$$

## APPENDIX 8

```
SUBROUTINE FINAL(t3,t4)
integer t3,t4
temp=d
do 10 i=1,t3
    x[i]=x[i]-temp*s
    temp=temp*d
continue
C*****dp represents d' in the context
    temp=dp
    do 20 i=n,n+1-t4
C*****sp represents s' in the context
            x[i]=x[i]-temp*sp
            temp=temp*dp
                continue
```


## APPENDIX 9

By $\mathbf{x}=\overline{\mathbf{x}}-\mathbf{p}$, (16), (17), and (18), we have

$$
\begin{aligned}
A_{n} \mathbf{x}-\mathbf{b}= & A_{n} \overline{\mathbf{x}}-\mathbf{b}-A_{n} \mathbf{p} \\
= & A_{n} \overline{\mathbf{x}}-\mathbf{b}-w_{1} \mathbf{e}_{1}-w_{n} \mathbf{e}_{n} \\
& -s \alpha d^{t_{3}}\left(-d \frac{\gamma}{\alpha} \mathbf{e}_{t_{3}}+\mathbf{e}_{t_{3}+1}\right)-s^{\prime} \gamma d^{\prime t_{4}}\left(-d^{\prime} \frac{\alpha}{\gamma} \mathbf{e}_{n-t_{3}+1}+\mathbf{e}_{n-t_{4}}\right) .
\end{aligned}
$$

Immediately, it yields

$$
\begin{align*}
\left\|A_{n} \mathbf{x}-\mathbf{b}\right\| & \leq\left\|\mathbf{z}^{\prime}\right\|+\left\|s \alpha d^{t_{3}}\left(-d \frac{\gamma}{\alpha} \mathbf{e}_{t_{3}}+\mathbf{e}_{t_{3}+1}\right)+s^{\prime} \gamma d^{t_{4}}\left(-d^{\prime} \frac{\alpha}{\gamma} \mathbf{e}_{n-t_{4}+1}+\mathbf{e}_{n-t_{4}}\right)\right\|  \tag{9a}\\
& \leq\left(c_{1}|d|^{t_{1}+1}+c_{2}\left|\frac{\gamma}{a}\right|^{t_{2}}\right)\|\mathbf{b}\|+\left|s \alpha d^{t_{3}}\right|+\left|s^{\prime} \gamma d^{t_{4}}\right|
\end{align*}
$$

By (11) and Lemma 2, we have

$$
\begin{equation*}
\left|w_{1}\right| \leq c_{4}\|b\| \quad \text { and } \quad\left|w_{n}\right| \leq c_{5}\|b\| \tag{9b}
\end{equation*}
$$

where $c_{4}=1+\left(\left|\beta_{1}\right|+\left|\beta_{2}\right|+\left|\beta_{3}\right|\right) c_{3}$ and $c_{5}=1+\left(\left|\beta_{1}^{\prime}\right|+\left|\beta_{2}^{\prime}\right|+\left|\beta_{3}^{\prime}\right|\right) c_{3}$.
By (18) and (9b), we have

$$
\begin{equation*}
|s| \leq c_{6}\|\mathbf{b}\| \quad \text { and } \quad\left|s^{\prime}\right| \leq c_{7}\|\mathbf{b}\| \tag{9c}
\end{equation*}
$$

where $c_{6}=\left(c_{4}\left|v^{\prime}\right|+c_{5}\left|u^{\prime}\right|\right) /\left(\left|u v^{\prime}-v u^{\prime}\right|\right)$ and $c_{7}=\left(c_{5}|u|+c_{4}|v|\right) /\left(\left|u v^{\prime}-v u^{\prime}\right|\right)$. By (9a) and (9c), it follows that

$$
\begin{equation*}
\frac{\left\|A_{n} \mathbf{x}-\mathbf{b}\right\|}{\|\mathbf{b}\|} \leq\left(c_{1}|d|^{t_{1}+1}+c_{2}\left|d^{\prime}\right|^{t_{2}}+c_{8}|d|^{t_{3}}+c_{9}\left|d^{\prime}\right|^{t_{4}}\right) \tag{9~d}
\end{equation*}
$$

where $c_{8}=c_{6}|\alpha|$ and $c_{9}=c_{7}|\gamma|$.
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