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Abstract

In this paper, we describe the implementation of a
desktop CSCW (Computer Supported Cooperative
Work) system using commercially available consumer
electronic devices and facilities. The system is
developed on workstations under UNIX and OPEN
LOOK environments connected by FDDI (Fiber
Distributed Data Interface) networks. It provides multi-
party conference with shared white board. shared text
editor, calendar. and voting capability. Each confcrence
with these features can support a groupwarc
environment. The design and consideration of the
framework of the system is presented. During the
implementation. some performance issues. such as
error control, medium synchronization and throughput
improvement will also be discussed.

1. Introduction

Due to the increasing power of computer
computation and high speed network technology. morc
services can be provided than a video conference
system to support cooperative work environment. A
CSCW system is hence implemented to mect this
demand. This paper describes how video conference
systems [1-7] can be enhanced to become a CSCW
system.

Previously, we have implemented a video
conference system with shared white board and somc
design limitations and considerations were discussed in
[1.2.7]. In designing a CSCW system. network design
considerations and the management to support traffic of
different media with real-time constraints arc the key
issues. The system presented here provides a desktop
environment to achieve CSCW using commercially
available consumer electronic devices.
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The system concept is shown in Fig.l where a
session manager is used to maintain the overall CSCW
system. In addition to scssion manager. there are also
voting agent and calendar agent to support coordination
between members in cach conference. Both voting and
calendar agents can not be directly accessed by all
members. including chairmen and attendants, in order
to avoid human intervention. The information of cach
conference includes confercnce name. type. member list.
and date. The conference type will be later explained in
scction 2.2, These information arc provided by the
chairman before cach conference. Each conference is
initiated at the same time as its chairman is registered.
After a conference is registered by its chairman, the
control of these information arc transferred to the
chairman. Therefore. cach conference can progress
independently with others.
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Fig. 1. The CSCW architecturc.
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Each attendant can dynamically register in multiple

conferences which are controlled by their chairmen,

respectively. The monitor display of each attendant
contains up to five video windows with a resolution
360*240 each. Video data is compressed using JPEG
(Joint Project Expert Group) boards, however, a
software video codec [7] can also be used to reduce the
cost. Each attendant can dynamically switch the context
of any window to available remote video sources from
different conferences. The frame rate of video ranges
from 6 to 12 frames per second depending on the
number of video windows opened. Note that the video
resolution, number of video windows opened, and
frame rates are higher than those in [1,2.7].

Two formats, compressed form and vector form. are
used to transmit the data of the shared white-board

depending on the performance and network utilization.

The compressed form, compressed by a 2-dimensional
run-length coding, is used to transmit the entire screen
in cases of loading the screen or joining of new
attendants. In addition, the drawing and controlling
commands are transmitted using vector form which are

organized by drawing tools and commands.

Transaction based locking mechanism is used to
coordinate shared text editor based on each paragraph
of text files. Several attendants can update different
paragraphs simultaneously after obtaining the
permissions.

Other than the above shared environment. a voting
mechanism and a calendar are needed for a CSCW
system. The voting capability is provided to resolve
conflict of opinions. The key design issue is how to
obtain justice and anonymity. Each voting activity is
created by the chairman and then voting agent will sent
it to all attendants who have registered in the
conference. Each attendant can obtain the voling
results(voting count) automatically from the agent. The
calendar is used to coordinate members' schedule. 1t
can automatically detect time conflict between

members' schedule in arranging a conference meeting.

It will also send mails to each member to announce the
arrangement of the conference meeting.

There are many design issues to be taken into
account in implementing such a system. Some issues
have been discussed in [13,14]. This paper describes
how multimedia conference systems can be enhanced to
become a CSCW system during the implementation. In
section 2, we show the system architecture first and
show the design and implementation considerations in
section 3. Finally, we conclude some remarks in section
4.

2. System Architecture

The hardware of the system contains a group of
workstations. On each workstation, there is a desktop
environment. connected by an FDDI network, which
provides friendly GUI (Graphical User Interface) to
users. The GUI is supported by OpenLook widget
programming and X-window Programming on
X11R5/Openwin3.0 environment. Beside these, a
motion JPEG compression board is required to grab
and compress video frames[8-10]. For audio processing,
the workstation has built-in functions which support
_law PCM (Pulse Code Modulation) audio encoding
scheme. Moreover, a hidden microphone and a speaker
are also built in the workstation as audio devices.

Due to characteristics of each medium, both TCP
(Transmission Control Protocol) and UDP (User
Datagram Protocol) multicasting are used in the system.
Different constraints on error control are provided.
These usage will be discussed in section 3. We will first
describe the system modules as shown in Fig.2.
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Fig.2. The CSCW modules.

2.1 Session Manager

The session manager, shown in Fig.3.. is the soul of
the system. It maintains all information for the
initiation of each conference. The information include
name, type, members. and dates. Each Chairman can
connect to the session manager remotely to setup/cancel
the conference, add/delete a member. and modify the
right of each member.  After initialization of a
conference. the database is used only for querying the
status of each conference. The maintenance and control
of the progress of the conferences are then transferred
to each chairman,
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On the window of session manager. cach icon
represents a conference set up by its chairman. We can
modify all features of a conference using friendly GUL
For each conference. all members are shown with their
rights on the window. The rights include vote. vidco.
audio and an indication to show whether the member is
still on-line. Beside these, the voting agent is also
implemented in the session manager which provides
the voting capability. This featurc will be discussed in
Section 2.5.
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Fig.3. The display of session manager.

2.2 multimedia conference

There are many multimedia conferences|{2.5-7}
implemented in difference platforms. Our system is
implemented on an FDDI network since the bandwidth
requirement of a single video stream is about 4 8Mbps
(5 video sources * 12 K bytes per frames * 10 frames
per second * 8 bits per byte = 4.8 Mbps ). High specd
trunks (e.g. DS3 link ) can be uscd to connect different
FDDI networks for a wider area coverage

The display of the monitor is shown in Fig.4. It
includes a multimedia conference. a shared-white board
(on the lower-right part) and a shared text-cditor (on
the lower-left part). There are five video windows
shown in a conference. One of the windows is the video
of local site and the others arc remote sources. Shared
memory implementation is used to improve video
grabbing and display. The overall efficiency is limited
by the speed of video grabbing. From our experience.
the time for video grabber to grab a framce is about 40
ms/frames. Due to the computation power of the
hardware, our system can provide a video rate up to 12
frames per second in the case that the number of the
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attendant is smaller than 5. Although the total number
of attendants may be larger than the number of video
windows. cach aticndant can dynamically switch the
context of video window to available remotc video
sources.

Fig 4. The display on uscr site.

The svstem also provides multi-party conferences.
An attendant can dvnamically register 1o a conference
after obtaining the permission from its chairman. After
registering to conferences. an attendant can sclect onc
of the registered confercnces to join at any time.
However. the system  does not allow  multiple
conferences to be displaved on onc user site
simultaneously. Similarly. a chairman can not register
to multiple conferences since it may cause problems in
confcrence controlling.

Two types of conference room arc supported in our
svstem. One uses 4 token to indicate the current speaker
in the conference room. This token can be assign by the
chairman. The attendant can speak after obtaining the
permission of audio from the chairman. Another type of
conference room supports audio mixer capability. Duc
1o synchronization of audio and video. voices of all
members arc mixed together at the recciving site
instcad of at the sending site.

The continuous plaving of audio data and the
syvnchronization between media are also achieved by
skillful design using two levels of module scheduling to
improve the overall cfficiency. This will be discussed in
Section 3.

2.3 Shared white-board
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For shared white board, it provides each attendant
to use the keyboard or mouse to draw pictures with a
resolution of 720*240. Various colors and functions
can be selected from the toolbox to sharc drawing
picture with others. The toolbox includes color. pen
width, and shape functions, etc.. Two types of data have
to be processed in the shared white board. In normal
situation, each attendant can use the keyboard or mouse
to draw picture on it. The shared data has to be
multicasted to all others using vector form which can
be translated to the command and operation at the
receiving site.

In another case, the entire content has to be

transmitted while new attendant takes part in.

Chairman uses point-to-point transmission (0 transmit

the entire screen of the shared data to the new attendant.

This data (almost 100kBytes for the entire sharcd
white-board screen ) should not be transmitted directly
without any compression due to performance issue. By
real-time constrains, a 2-dimensional run-length codec
provides fast and adequate compression rates. These
shared data will then be transmitted in the compressed

form and required error-free transmission. Furthermore.

compressed form of white-board data is also needed
while a picture is loaded and saved.

2.4 Shared text-editor

As well as the multimedia conference and the
shared white board, shared text-cditor also plays a
major role in CSCW system. Shared text editor is

controlled by the chairman using transaction operation.

Each transaction contains a paragraph of shared text
which can be updated by an attendant after being

locked. Each text file is shared in a conference only.

Chairman can load/save a text file and provide a lock
scheme related to each paragraph.

On the lower-left part in Fig.4, the window provides
the system message or shared editor. In normal
situation, window will display the information of the

system status. After loading a text from the chairman.

all members can modify the text simultanecously from
this window after obtaining the permission. Due to the
performance constraint, the updates will bec based on

the entire paragraph instead of on characters. Therefore.
temporary inconsistency may occur during the updates.

After the update is confirmed or canceled. chairman
will send the shared text to all attendants. The
consistency is then achieved.

2.5 Voting system

In CSCW. voting capability is also required to
support decision making. To prevent human

intervention. the agent should not be accessible by any
user. Chairman can connects to the voling agent to
create the single-answer or multiple-answer vote. The
voting agent will then send the ballot to each attendant
and will pop-up a decision window on the monitor of
each user. After an clapsed time decided by the
chairman. the vote count ( result ) will be sent to each
attendant automatically. Fig.5. shows the display of the
voting ballot and voting result on user sites.
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Fig. 6. The display of calendar system.

2.6 Calendar

The calendar agent is used to provide an electronic
assistant in CSCW system. It can manage the personal
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schedule and remind important cvents to users. It also
can automatically start up some programs to be
executed if pre-planned. As well as these features. the
calendar can communicate with other members'
calendars to make an appointment during the progress
of a conference. By so doing, it can find somc time
periods which are available to all members. The time
periods are provided with multiple priorities sct by cach
member. If there are no available time periods to all
members. the chairman has the right to decide the time
for the meeting. In Fig. 6. we show the display of the
calendar on user monitor.

3. Design Considerations

There are many design issues to be considered in
implementing a CSCW system. We have to support
different error control mechanisms to provide efficient
usage of resources. To provide different error control
considerations, different transmission protocols arc

used. In this section, we focus on the following issucs:

1) how to select an available protocol with respect (o a
specific medium and how to design error control
mechanisms accordingly, 2) how 1o provide media
synchronization and 3) how to schedule vidco/audio
modules to improve system performance.

3.1 Network protocols and error control

In choosing network protocols. a point-to-point
protocol. such as TCP. would be impractical to send
shared data since each packet has 1o bc sent scveral
times during a conference. Besides. the protocol stack
and checksum of TCP are the bottlenccks of the
performance when sending real-time traffic. such ad
video and audio[14]. Hence. we used a port assigning
mechanism together with UDP to achieve the
multicasting capability. By so doing. the nctwork traffic
load is greatly reduced.

In [11.12], it was pointed out that 100% crror f{rec
transmission of voice packets and video packets are not
necessary as long as they are properly cncoded. For
example, it has been shown in many experiments that
digitized voice packets can suffer a packet loss
percentage up to 2%. Therefore both voice and video
can be carried without error control under cfficicnt
video/audio  performance control. Hence UDP
multicasting without error control i1s a reasonable
candidate for these media.

However, the connection management information
requires error-free transmission since it is the core of
the system. For example, if the chairman has to lcave
the conference early. a new chairman must be elected

using thc votc capabilitv. Therefore. these features
which requires error free transmission can be provided
by TCP.

As well as system control information. the data of
both shared text and sharcd white-board need crror free
transmission 10 maintain  consistency. Due to
performance constraint. a multicast protocol has to be
implemented to transmit the shared data. Therefore. a
UDP multicast with rc-transmission protocol 1s
provided here. The UDP multicast protocol is used to
transmit the shared data. And. the application program
uses a UDP point-to-point protocol to request a re-
transmission from its pecr application program when
crrors happen in the system.

To summarize . we usc the following table to
describe  all nctwork  protocols and error control
mechanisms used in the svstem :

medium network | Tx method| real- | re-Tx
protocol time | bv AP
vidco UDP | multicast | Yes No
audio UDP | multicast | Yes No

Vector form of UDP | multicast | No Yes
SWB

Compressed form | UDP | point-to- | No Ycs
of SWB point

Text data of STE | UDP | multicast | No Yes

crror re-Tx data | UDP | point-to- | No Yes
sent by AP point

The information | TCP | point-to- | No | ----—--
of vote, calendar point

The control and | TCP | point-to- | No | ------
maintenance point
information of the

system

Abbreviation :

AP : Application programs
SWB : Shared White-Board
STE : Sharcd Text-Editor
------- - crror frec transmission

Table 1 : The network protocols and crror control

3.2 Medium Synchronization

Authorized licensed use limited to: National Taiwan University. Downloaded on March 24, 2009 at 01:49 from IEEE Xplore. Restrictions apply.



832 IEEE Transactions on Consumer Electronics, Vol. 40, No. 4, NOVEMBER 1994

Audio and video synchronization can be achieved
using interleaved transmission at the sending site and
delay/jitter detection at the receiving. The audio packets
are used to synchronize other media because there is

implicit timing information in it. At the sending site,

audio packets are sent periodically with respect to audio
sampling rate. At the receiving site, the audio device

plays the voice with the speed the same as sender.

Therefore the jitter of audio packet which arrives too
early can be detected by examining whether the device
buffer is empty or not.

To reduce the end-to-end delay of media

transmission in the system, which is about 300ms now,

we do not want to introduce extra buffers on receiving
site. Even if we do not introduce extra receive buffers

which can be used to avoid the discontinuity of voice.

the delay of voice will still be accumulated by delay
jitter of audio packets. especially when the network
load is heavy. In the system. we use silent audio packet
detection to remove this delay accumulation.

Another method to resolve this delay jitter and
accumulation problem can be achieved by the priority
scheduling supported by FDDI networks. That is, we
can send audio packets with higher priority or send
audio packets in synchronous traffic mode, so that the
audio packets will suffer much smaller delay and jitter
and can be used to synchronize other media.

We use sequence number and synchronization index
to detect the mis-ordering of packets and the delay or
jitter of media transmission. In the system. we use 8k
sampling rate to record audio such that there will be 1k
bytes of audio data every 125 ms. That is, there are 8
audio frames (whose size is lk bytes) and N video
frames (whose size is 8-12k bytes after being
compressed) to be transmitted per second. where N
depends on the video grabbing rate determined by the

system, which can also be set by user at its monitor.

Audio frames are grouped two by two, where cach

group is labeled with the same synchronization index.

This index is also tagged in the corresponding video
frames.

Video frames with the same index are arranged to
be sent in the same time interval as their audio
counterpart, and are supposed to be received at about
the same time as the corresponding audio frames are
received. More precisely, the video frames are required
to be received in the same time interval as the
corresponding audio frames. or either the previous one
or the following one time interval. Otherwise. they
should be discarded. This provides audio/video
synchronization in 500ms. In Fig.7. we show the
operation of sequence number and synchronization

index. For practical implementation, sequence number
and synchronization index can be implemented in the
same data field.

At the sending site, each audio frame can be carried
in an FDDI MAC (Media Access Control) frame and
then be sent periodically. Fig.7a shows that the
periodical sending of audio frames with implicit timing
information in them. Now, we show the cases which
will cause timing and synchronization problems at the
receiving site in following figures. Fig.7b shows that
the loss of audio packet. In the figure, we use the dash
( - ) to denote the loss of packets. This loss can be
detected by the sequence number and it is treated as a
receipt of a silent audio packet. Due to video frame
fragmentation, if an FDDI frames is lost. all the FDDI
frames belong to the same video frame have to be
discarded. In Fig.7c. the last FDDI frame in the video
frame 1 is lost. It can be detect by the segmentation
index which also can be implemented in the sequence
number in the practical system. Then, all FDDI frames
in the video frame 1 have to be discarded. The cross (x)
in the figure is denoted as discarded frames.

Sending Side : c—o : video packets
video grabbing rate = 8 frames / second &3 : audio packets

L1 8t xog.g g

Sc(ﬂb 1

Sync D 1 1 2 2 3 3 a 4
L e
T Y YV V1 T H | AT -

Seq ID 11 222 333 44 sSs 666 777 88

Syne 1) 1 1 2 2 3 3 4 4

Fig.7a The periodic audio packets

Receiving Side : ( four cases for packet discard )

Sl ge =l o

St 22
Fig.7b audio packet loss

Flg.7c. video packet loss

: video frame

i : audio frame X ( discard)
ﬂ nnof n f hn
IR O
BIL_BI 00 L i L tme
SeqNo. ——» 11 22 3 4 5 [} 7 38
sync.ID. —11 11 2 2 3 3 (4)24
since 4-2> 1
Fig.7d. video advance ( audio delay )
X ( discard )
s‘iﬂ . time
a8 ooB /] |
SeqNo. 7™ 114 2 3 4 5 2
sync. 0. ——» ! 1 2 2 3t Y since 3-1> 1

Fig.7.e. video delay ( audio advance )

Fig.7 The synchronization of audio and video.
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For the audio and video synchronization. we use
synchronization index to achieve this constraint and
show the examples with the video grabbing rate 8
frames per second in Fig.7d and Fig.7¢. In Fig.7d and
Fig.7e, we show the cases of audio delay ( i.c. video

advance ) and video delay ( i.e. audio advance).
respectively. In Fig.7d, video frame 7 has the svnc.

index 4 which is larger more than one with respect to
the next audio packet ( its index will be 2 ). Then. the
FDDI frames with sync. index 4 will be discarded due
to the difference of synchronization index between
video and audio are larger than 1. Note that in thesc
cases, there should be 2 video frames in the same time
interval since the video frame rate equals to audio
frame rate. In the Fig. 7e, we also show the case that

video frame 2 comes later than audio frame 5. Similarly.

video frame 2 will be discarded also.

3.3 Routine scheduling

In OPEN LOOK programming cnvironment. the
system uses event trigger method to handle the receipt
of an [/O event. These events include the receipt of real
time media packets, e.g. video or audio. and the reccipt
of non-real time media packets. e.g. text data or
commands required by X-server. For each event. OPEN
LOOK will bind a program routine to execute it. In this
sub-section, we will show how to schedule the program
routines associated to each event in order to improve
the overall system performance.

Two levels of scheduling are implemented in our
system to provide continuous media transmission. they
are intra-routine level and inter-routine level
scheduling respectively and will be explained in the
following.

Inside the program routine. we can predict the
arrival of frames to reduce the waiting time of real time

frames. This is called intra-routine level scheduling.

For intra-routine level scheduling. we mainly focus our
attention on the characteristic that a video frame may

be segmented into multiple FDDI frames. For instance.

the size of a video frame is about 8K to 12K bytes after
being compressed. It has to be segmented into two or
three FDDI MAC frames. At the sending sidc. these

FDDI MAC frames are sent at the same time. Hence.

we can predict that there are one or two consecutive
FDDI MAC frames 1o arrive after the first FDDI MAC
frame. Therefore, after the receiving of a video FDDI
frame, we use a loop to receive the following FDDI
MAC frames and decide ( or predict ) whether they are
video frames or not.

For inter-routine level scheduling. we focus on the
characteristics of real time and non-real timc¢ media

under OPEN LOOK programming on UNIX mult-
tasking cnvironment. In the normal situation. there is
only one program routine to be binded on an event lo
simplify the program design and implcmentation. In
this system. the number of program routines to be
binded on an cvent is rclated to the traffic load and the
number of remote video sources. The traffic load can be
decided bascd on the crror rate detected by the system.
For example. it is better to bind 3*N+C receive routines
to the event of arrival of video frames. where N is the
number of attendants and C is the parameter which
should be chosen larger for heavier traffic load to
achicve better performance. Notice that we multiple N
by 3 is due to the fact that there are 3 FDDI frames per
video frames.

The benefit of inter-routine level scheduling can be
revealed in multi-tasking cnvironment. When an cvent
occurs. X-scrver needs a little time to cope with it. For
example. server will check whether the triggered
routinc is availablc and whether the event qucue is
available. If we only bind a reccive routine to a real
time medium. FDDI frames will be lost when many
video frames come at the same time. This is caused by
that receive routine can be binded again to the next real
time cvent only after the completion of its previous onc
(nonpremptive). Hence. the FDDI frame will be lost
when the receive buffer is full.

Therefore. we usc dvnamic assignment to bind the
same receive routines associated to an cvent incurred by
the arrival of each recal time medium several times. The
number of the routines binded to an 1/0 cvent depends
on the number of remote video sources and traffic load.
Therefore. cach reccive routine can be binded before
the completion of previous cvent during the I/0 waiting
of the previous receive routines. And then. the receive
routines can be invoked by X-server as soon as the
completion of previous one. This dynamic scheduling
mechanism can reduce the error rate by more than 20%.
Beside. this scheduling is also used to resolve the
problem of voice discontinuity since the packet loss
ratc is lower.

4. Conclusion

With  the incrcasing processing  power  of
inexpensive  workstations and  high speced network
technology. users can actually enjoy themselves in the
environment of CSCW. We provide a desktop CSCW
svstem with multimedia conferences. shared white
board. shared text editor and voting capability. Three
levels of error control. protocol design and module
scheduling arc also considered with  skillful
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implementation to improve thc overall system
performance. Finally, such a system can be easily
ported to ISDN (Integrated Service Digital Network)
networks as long as the network platform is available.
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