# Fast Computation of Moments on Compressed Grey Images using Block Representation 

In image processing, moments are useful tools for analyzing shapes. Suppose that the input grey image with size $N \times N$ has been compressed into the compressed image using the block representation, where the number of blocks used is $K$, commonly $K<N^{2}$ due to the compression effect. This paper presents an efficient $O(N \sqrt{K})$-time algorithm for computing moments on the compressed image directly. Experimental results reveal a significant computational advantage of the proposed algorithm, while preserving a high accuracy of moments and a good compression ratio. The results of this paper extend the previous results in [7] from the binary image domain to the grey image domain.
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## Introduction

In image analysis, moments are useful tools for analyzing shapes. For an $N \times N$ image, let $g(x, y)$ denote the grey level of the pixel at location $(x, y)$ for $0 \leq x, y \leq N-1$. The $(p+q)$-order moment is defined as

$$
\begin{equation*}
m_{p q}=\sum_{x=0}^{N-1} \sum_{y=0}^{N-1} x^{p} y^{q} g(x, y) \tag{1}
\end{equation*}
$$

In fact, zero- to third-order moments are most widely used in applications [1-6]. Recently, Spiliotis and Mertzios [7] presented a very efficient algorithm for computing moments on binary images using the block representation.

[^0]Their algorithm first partitions the given binary image into a set of rectangular blocks. Then some analytic formulas are derived to speed up the computation of moments. Based on the compressed grey image using the STC method, which is described in the next paragraph, the motivation of this research is to extend the results [7] from the binary image domain to the grey image domain. For convenience, the concerning low-order moments are called the moments and the compressed grey image using the STC method is called the compressed image throughout this paper in order to avoid confusion.

Previously, based on the B-tree triangular approach, Distasi et al. [8] presented an efficient image compression method. Their method has a shorter execution time than that of the standard JPEG [9], although the bit rate is higher by a factor of about 2 . Based on the S-tree data
structure [10] and the Gouraud shading technique [11], an improved compression method called the STC method [12] is presented to partition the given image into a set of blocks. Without the mosaic effect, the STC method has shorter encoding/decoding time than [8], while preserving the same image quality. In fact, the STC method can be viewed as a promising spatial data structure (SDS) that extends the previous SDSs [13,14] from the binary image domain to the grey image domain.

Suppose that the given grey image has been compressed into the compressed image with $K$ blocks, $K<N^{2}$. This paper presents an efficient $O(N \sqrt{K})$-time algorithm for computing moments on the compressed image directly. A detailed time complexity analysis is also provided. Some real experiments are carried out to demonstrate the significant computational advantage of the proposed algorithm while preserving a high accuracy of moments and good compression ratio. The results of this paper can be viewed as the extension of [7] from the binary image domain to the grey image domain.

## Compressed Images

In the STC method, the original grey image is partitioned into several homogeneous blocks based on the bintree decomposition principle, then the S-tree representation is used to represent these homogeneous blocks. A quantified definition of a homogeneous block will be defined in Eqn (2).

The S-tree representation is based on the breadth-first search (BFS) technique [15] and consists of two tables, namely the linear-tree table and the colour table. Following the BFS tree traversal method, the bintree representation is based on dividing the image into two equal-sized subimages recursively. At each division step, the partition is alternated between the $x$ - and $y$-axis. If the subimage is not a homogeneous block, then it is subdivided into two equal-sized subimages until all the homogeneous blocks are obtained in the S-tree representation, traversing the bintree in the BFS manner, at each time, we emit a ' 0 ' when an internal node is encountered; emit a ' 1 ' when a leaf node is encountered. After traversing the bintree, the sequence of these ordered binary values is saved in the linear-tree table. Meanwhile, at each time, we do nothing when an internal node is encountered. When a leaf node is encountered, we emit the grey-levels of the four corner pixels of the related homogeneous block, say ( $g_{1}, g_{2}, g_{3}$,


Figure 1. Homogeneous block.
$\left.g_{4}\right)$. The sequence of these ordered values is stored in the colour table.

We now give a quantified definition for the homogeneous block as shown in Figure 1. Using the Gouraud shading method, the estimated grey-level of the pixel at $(x, y), g_{e s t}(x, y)$, in the homogeneous block is calculated by

$$
\begin{equation*}
g_{e s t}(x, y)=g_{5}+\frac{g_{6}-g_{5}}{y_{2}-y_{1}}\left(y-y_{1}\right) \tag{2}
\end{equation*}
$$

where

$$
g_{5}=g_{1}+\frac{g_{2}-g_{1}}{x_{2}-x_{1}}\left(x-x_{1}\right)
$$

and

$$
g_{6}=g_{3}+\frac{g_{4}-g_{3}}{x_{2}-x_{1}}\left(x-x_{1}\right)
$$

Given a specified error tolerance $\varepsilon$, if the following image quality condition holds

$$
\left|g(x, y)-g_{e s t}(x, y)\right| \leq \varepsilon
$$

then it holds for all the estimated pixels at positions $(x, y)$ 's in the block for $x_{1} \leq x \leq x_{2}$ and $y_{1} \leq y \leq y_{2}$, where $g(x, y)$ denotes the real grey-level of the pixel at $(x, y)$, then the block is called a homogeneous block.

Given an $8 \times 8$ grey image as shown in Figure 2(a), suppose that the error tolerance is set to $\varepsilon=5$ and the four corners of Figure 2(a) have the four grey-levels $g_{1}(0,0)=4, g_{2}(7,0)=4, g_{3}(0,7)=25$, and $g_{4}(7,7)=4$. By Eqn (2), the estimated grey-level of the pixel at $(1,0)$ is calculated by

$$
g_{\text {est }}(1,0)=4+\frac{22-4}{7-0}(0-0)=4
$$

| 4 | 14 | 24 | 34 | 1 | 2 | 4 | 4 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 8 | 18 | 32 | 42 | 4 | 6 | 8 | 10 |
| 10 | 24 | 38 | 52 | 8 | 10 | 14 | 16 |
| 14 | 28 | 46 | 60 | 10 | 14 | 18 | 22 |
| 16 | 34 | 52 | 70 | 1 | 8 | 16 | 22 |
| 20 | 38 | 60 | 78 | 4 | 8 | 12 | 16 |
| 22 | 44 | 66 | 88 | 8 | 8 | 10 | 10 |
| 25 | 48 | 74 | 97 | 10 | 8 | 6 | 4 |

(a)


(c)

| 4 | 14 | 24 | 34 | 1 | 2 | 3 | 4 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 7 | 19 | 31 | 43 | 4 | 6 | 8 | 10 |
| 10 | 24 | 38 | 52 | 7 | 10 | 13 | 16 |
| 13 | 29 | 45 | 61 | 10 | 14 | 18 | 22 |
| 16 | 34 | 52 | 70 | 1 | 8 | 15 | 22 |
| 19 | 39 | 59 | 79 | 4 | 8 | 12 | 16 |
| 22 | 44 | 66 | 88 | 7 | 8 | 9 | 10 |
| 25 | 49 | 73 | 97 | 10 | 8 | 6 | 4 |

Figure 2. An example using the STC method (b) The original $8 \times 8$ image. (b) The partitioned homogeneous blocks of (a). (c) The bintree representation of (b). (d) The estimated image of (a).
where

$$
g_{5}=4+\frac{4-4}{7-0}(1-0)=4
$$

and

$$
g_{6}=25+\frac{4-25}{7-0}(1-0)=22
$$

The absolute difference between $g(1,0)$ and $g_{\text {est }}(1,0)$ is

$$
\left|g(1,0)-g_{\text {est }}(1,0)\right|=|14-4|=10
$$

Since the value 10 is larger than the specified error tolerance $\varepsilon=5$, it violates $\varepsilon=5$. Therefore, Figure 2(a) is subdivided into two equal-sized subimages by cutting the $x$-axis. By the same argument, the resulting partitioned homogeneous blocks are denoted by $B_{0}$, $B_{1}$, and $B_{2}$ and depicted in Figure 2(b). The corresponding bintree representation is illustrated in Figure 2(c). The four corners of the homogeneous block $B_{0}$ have grey levels $g_{1}(0,0)=4, g_{2}(3,0)=34, g_{3}(0,7)=25$, and $g_{4}(3,7)=97$. By Eqn (2), the estimated grey-level of the pixel at $(0,1)$ is calculated by

$$
g_{\text {est }}(0,1)=4+\frac{25-4}{7-0}(1-0)=7
$$

where

$$
g_{5}=4+\frac{34-4}{3-0}(0-0)=4
$$

and

$$
g_{6}=25+\frac{97-25}{3-0}(0-0)=25
$$

Similarly, we have $g_{\text {est }}(0,2)=10, g_{\text {est }}(0,3)=13, \ldots$, and $g_{\text {est }}(3,6)=88$. Finally, the estimated image of Figure 2(a) is shown in Figure 2(d), which depicts all the corresponding estimated grey-levels obeying $\varepsilon=5$. From Figure 2(c) and (d), the corresponding S-tree representation is listed below:
linear-tree table: 01011
color table: $\left(B_{0 g 1}, B_{0 g 2}, B_{0 g 3}, B_{0 g 4}\right),\left(B_{1 g 1}, B_{1 g 2}, B_{1 g 3}, B_{1 g 4}\right)$, $\left(B_{2 g 1}, B_{2 B 2}, B_{2 g 3}, B_{2 g 4}\right)=(4,34,25,97), \quad(1,22,10,4), \quad(1,4$, 10,22)

In the above $S$-tree representation, there are four entities in the colour table, where each entity contains four grey-levels. The binary string 01011 in the linear-
tree table is used to capture the geometrical relationship among these homogeneous blocks.

## Computing Moments on Compressed Images

Let $I=\{(x, y)\} \mid 0 \leq x \leq N-1,0 \leq y \leq N-1\}$ be the image domain, decomposed into a set of $K$ homogeneous blocks using the STC method mentioned above. Let $\left\{B_{i} \mid i=0,1, \ldots, K-1\right\}$ denote the set of these $K$ homogeneous blocks. Following the notations used in Figure $1, B_{i}$ is represented by

$$
B_{i}=\left\{(x, y) \mid x_{1}^{(i)} \leq x \leq x_{2}^{(i)}, y_{1}^{(i)} \leq y \leq y_{2}^{(i)}\right\}
$$

where $B_{i} \cap B_{j}=\phi$ for $i \neq j$ and $I=\bigcup_{i=0}^{K-1} B_{i}$.
From Eqns (1) and (2), the computation of $m_{p q}$ is given by

$$
\begin{equation*}
m_{p q}=\sum_{x=0}^{N=1} x^{p} \sum_{y=0}^{N-1} y^{q} g_{e s t}(x, y) \tag{3}
\end{equation*}
$$

It takes $O\left(N^{2}\right)$ time to compute the moments based on Eqn (3) directly. In what follows, we need to reduce the time requirement from $O\left(N^{2}\right)$ to $O(N \sqrt{K})$, commonly $K<N^{2}$ due to the compression effect (see section, Experimental Results). For each $x$, let $I_{x}=\{(x, y) \mid 0 \leq y \leq N-1\}$ and we have

$$
I_{x}=I \cap I_{x}=\bigcup_{i=0}^{k-1}\left(B_{i} \cap I_{x}\right)
$$

Since $\left(B_{i} \cap I_{x}\right) \cap\left(B_{j} \cap I_{x}\right)=\phi$ for $i \neq j$, we further have

$$
\begin{align*}
\sum_{y=0}^{N-1} y^{q} g_{e s t}(x, y) & =\sum_{(x, y) \in I_{x}} y^{q} g_{e s t}(x, y) \\
& =\sum_{(x, y) \in \bigcup^{K-1}{ }_{i=0}^{K-1}\left(B_{i} \cap I_{x}\right)} y^{q} g_{e s t}(x, y) \\
& =\sum_{i=0}^{K-1} \sum_{(x, y) \in B_{i} \cap I_{x}} y^{q} g_{e s t}(x, y) \tag{4}
\end{align*}
$$

Let $v_{q}^{\left(B_{i}\right)}(x)=\sum_{(x, y) \in B_{i} \cap I_{x}} y^{q} g_{e s t}(x, y)=\sum_{y=y_{1}^{(i)}}^{y^{(i)}} y^{q} g_{e s t}(x, y)$
and

$$
\begin{aligned}
& r_{q}(x)=\sum_{y=0}^{N-1} y^{q} g_{\text {est }}(x, y)=\sum_{i=0}^{K-1} v_{q}^{\left(B_{i}\right)}(x) \\
& \text { for } \quad x=0,1, \cdots, N-1
\end{aligned}
$$

The following lemma shows that the computation of $v_{q}^{\left(B_{i}\right)}(x)$ can be reduced from $O\left(y_{2}^{(i)}-y_{1}^{(i)}\right)$ time to $O(1)$ time.

Lemma 1. $v_{q}^{\left(B_{i}\right)}(x)=\sum_{y=y_{1}^{(i)}}^{y_{2}^{(i)}} y^{q} g_{e s t}(x, y)$ for $q=0,1,2$, and 3 that can be computed in $O(1)$ time.

Proof. Consider the pixels on the top boundary and the bottom boundary at positions $\left(x, y_{1}\right)$ and $\left(x, y_{2}\right)$, respectively, for $x_{1} \leq x \leq x_{2}$. By Eqn (2), we have

$$
g_{e s t}\left(x, y_{1}\right)=g_{1}+\frac{g_{2}-g_{1}}{x_{2}-x_{1}}\left(x-x_{1}\right)
$$

and

$$
g_{e s t}\left(x, y_{2}\right)=g_{3}+\frac{g_{4}-g_{3}}{x_{2}-x_{1}}\left(x-x_{1}\right)
$$

For simplifying the notations used, let

$$
D_{1}=g_{1}+\frac{g_{2}-g_{1}}{x_{2}-x_{1}}\left(x-x_{1}\right)
$$

and

$$
\begin{aligned}
D_{2} & =\frac{\left(g_{3}+\frac{g_{4}-g_{3}}{x_{2}-x_{1}}\left(x-x_{1}\right)\right)-\left(g_{1}+\frac{g_{2}-g_{1}}{x_{2}-x_{1}}\left(x-x_{1}\right)\right)}{y_{2}-y_{1}} \\
& =\frac{g_{3}-g_{1}+\frac{g_{4}-g_{3}-g_{2}+g_{1}}{x_{2}-x_{1}}\left(x-x_{1}\right)}{y_{2}-y_{1}} \\
& =\frac{g_{3}-g_{1}}{y_{2}-y_{1}}+\frac{g_{4}-g_{3}-g_{2}+g_{1}}{\left(y_{2}-y_{1}\right)\left(x_{2}-x_{1}\right)}\left(x-x_{1}\right)
\end{aligned}
$$

then we have $g_{\text {est }}(x, y)=D_{1}+\left(y-y_{1}\right) \times D_{2}$, where the values of $D_{1}$ and $D_{2}$ are dependent on the values of $x$. The computation of $v_{q}^{\left(B_{i}\right)}(x)=\sum_{y=y_{1}}^{y_{2}} y^{q} g_{e s t}(x, y)$ can be rewritten as

$$
\begin{aligned}
v_{q}^{\left(B_{1}\right)}(x) & =\sum_{y=y_{1}}^{y_{2}} y^{q} g_{e s t}(x, y) \\
& =\sum_{y=y_{1}}^{y_{2}} y^{q}\left(D_{1}+\left(y-y_{1}\right) \times D_{2}\right) \\
& =\left(D_{1}-y_{1} D_{2}\right) \sum_{y=y_{1}}^{y_{2}} y^{q}+D_{2} \sum_{y=y_{1}}^{y_{2}} y^{q+1}
\end{aligned}
$$

The following four equalities are well-known and they will be used later:

$$
\begin{aligned}
& \sum_{y=0}^{N-1} y=\frac{N(N-1)}{2}, \\
& \sum_{y=0}^{N-1} y^{2}=\frac{N(N-1)(2 N-1)}{6}
\end{aligned}
$$

$$
\begin{aligned}
& \sum_{y=0}^{N-1} y^{3}=\frac{N^{2}(N-1)^{2}}{4} \text { and } \\
& \sum_{y=0}^{N-1} y^{4}=\frac{N(N-1)(2 N-1)\left(3 N^{2}-3 N-1\right)}{30}
\end{aligned}
$$

The summation term $\sum_{y=y_{1}}^{y_{2}} y^{q}$ for $q=0,1,2$, and 3 can be calculated directly by the following formulas:

$$
\begin{gathered}
\sum_{y=y_{1}}^{y_{2}} y=\sum_{y=0}^{y_{2}} y-\sum_{y=0}^{y_{1}-1} y=\frac{y_{2}\left(y_{2}+1\right)-y_{1}\left(y_{1}-1\right)}{2} \\
\sum_{y=y_{1}}^{y_{2}} y^{2}=\sum_{y=0}^{y_{2}} y^{2}-\sum_{y=0}^{y_{1}-1} y^{2} \\
=\frac{y_{2}\left(y_{2}+1\right)\left(2 y_{2}+1\right)-y_{1}\left(y_{1}-1\right)\left(2 y_{1}-1\right)}{6} \\
\sum_{y=y_{1}}^{y_{2}} y^{3}=\sum_{y=0}^{y_{2}} y^{3}-\sum_{y=0}^{y_{1}-1} y^{3}=\frac{y_{2}^{2}\left(y_{2}+1\right)^{2}-y_{1}^{2}\left(y_{1}-1\right)^{2}}{4}
\end{gathered}
$$

and
$\sum_{y=y_{1}}^{y_{2}} y^{4}=\sum_{y=0}^{y_{2}} y^{4}-\sum_{y=0}^{y_{1}-1} y^{4}$
$=\frac{y_{2}\left(y_{2}+1\right)\left(2 y_{2}+1\right)\left(3 y_{2}^{2}+3 y_{2}-1\right)-y_{1}\left(y_{1}-1\right)\left(2 y_{1}-1\right)\left(3 y_{1}^{2}-3 y_{1}-1\right)}{30}$
For $v_{q}^{\left(B_{i}\right)}(x), 0 \leq q \leq 3, v_{0}^{\left(B_{i}\right)}(x), v_{1}^{\left(B_{i}\right)}(x), v_{2}^{\left(B_{i}\right)}(x)$, and $v_{3}^{\left(B_{i}\right)}(x)$ can be computed by

$$
\begin{aligned}
v_{0}^{\left(B_{i}\right)}(x)= & \left(D_{1}-y_{1} D_{2}\right) \times\left(y_{2}-y_{1}+1\right) \\
& +D_{2} \times \frac{y_{2}\left(y_{2}+1\right)-y_{1}\left(y_{1}-1\right)}{2} \\
v_{1}^{\left(B_{i}\right)}(x)= & \left(D_{1}-y_{1} D_{2}\right) \times \frac{y_{2}\left(y_{2}+1\right)-y_{1}\left(y_{1}-1\right)}{2} \\
+ & D_{2} \times \frac{y_{2}\left(y_{2}+1\right)\left(2 y_{2}+1\right)-y_{1}\left(y_{1}-1\right)\left(2 y_{1}-1\right)}{6} \\
v_{2}^{\left(B_{i}\right)}(x)= & \left(D_{1}-y_{1} D_{2}\right) \\
& \times \frac{y_{2}\left(y_{2}+1\right)\left(2 y_{2}+1\right)-y_{1}\left(y_{1}-1\right)\left(2 y_{1}-1\right)}{6} \\
& +D_{2} \times \frac{y_{2}^{2}\left(y_{2}+1\right)^{2}-y_{1}^{2}\left(y_{1}-1\right)^{2}}{4},
\end{aligned}
$$

and

$$
\begin{aligned}
& v_{3}^{\left(B_{i}\right)}(x)=\left(D_{1}-y_{1} D_{2}\right) \times \frac{y_{2}^{2}\left(y_{2}+1\right)^{2}-y_{1}^{2}\left(y_{1}-1\right)^{2}}{4} \\
& +D_{2} \times \frac{y_{2}\left(y_{2}+1\right)\left(2 y_{2}+1\right)\left(3 y_{2}^{2}+3 y_{2}-1\right)-y_{1}\left(y_{1}-1\right)\left(2 y_{1}-1\right)\left(3 y_{1}^{2}-3 y_{1}-1\right)}{30}
\end{aligned}
$$

It is clear that $v_{q}^{\left(B_{i}\right)}(x), 0 \leq q \leq 3$, can be computed in $O(1)$ time since each $v_{q}^{\left(B_{i}\right)}(x)$ only needs a few arithmetic operations. We complete the proof.

After considering one block case $B_{i}$, let us look at the right-hand side of Eqn (4). Totally, there are $K$ blocks to be considered. For exposition, let us return to Figure 2. There are three blocks, $B_{0}, B_{1}$, and $B_{2}$ to be considered. From Figure 2(a) and Eqn (3), we have $m_{p q}=\sum_{x=0}^{7} x^{p} \sum_{y=0}^{7} y^{q} g_{e s t}(x, y)$.

We first consider the first interval $0 \leq x \leq 3$. For $x=0$, we only consider $B_{0}$ due to $I_{0} \cap B_{0} \neq \phi$, but $I_{0} \cap B_{1}=\phi$ and $I_{0} \cap B_{2}=\phi$. By Lemma 1, it takes $O(1)$ time for computing $\sum_{y=0}^{N-1} y^{q} g_{\text {est }}(0, y)=\sum_{y=0}^{7} y^{q} g_{\text {est }}(0, y)$. By the same arguments, for $x=1$ with respect to $I_{1}$, it takes $O(1)$ time for computing $\sum_{y=0}^{7} y^{q} g_{e s t}(1, y)$, and so on. Combining the total time required for $I_{0}, I_{1}, I_{2}$, and $I_{3}$, it takes $O\left(x_{2}^{(0)}-x_{1}^{(0)}\right)$ time for computing $\sum_{x=0}^{3} x^{p} \sum_{y=0}^{7} y^{q} g_{e s t}(x, y)$.

We next consider the remaining interval $4 \leq x \leq 7$. In this interval, we only consider $B_{1}$ and $B_{2}$ due to $I_{x} \cap B_{0}=\phi$, but $I_{x} \cap B_{1} \neq \phi$ and $I_{x} \cap B_{2} \neq \phi$. By the same arguments discussed in the last paragraph, it takes $O\left(\left(x_{2}^{(1)}-x_{1}^{(1)}\right)+\left(x_{2}^{(2)}-x_{1}^{(2)}\right)\right)$ time for computing $\sum_{x=4}^{7} x^{p} \sum_{y=0}^{7} y^{q} g_{\text {est }}(x, y)$. Consequently, for the whole interval $0 \leq x \leq 7$, it takes $O\left(\left(x_{2}^{(0)}-x_{1}^{(0)}\right)+\left(x_{2}^{(1)}-x_{1}^{(1)}\right)+\right.$ $\left.\left(x_{2}^{(2)}-x_{1}^{(2)}\right)\right)$ time for computing $\sum_{x=0}^{7} x^{p} \sum_{y=0}^{7} y^{q} g_{\text {est }}(x, y)$.

In the $S$-tree representation mentioned above, if the number of leaves in the S-tree is $K$, then it means that the number of homogeneous blocks is $K$ for the $N \times N=\left(2^{n} \times 2^{n}\right)$ image. Among these $K$ blocks, let the number of squared blocks be $k_{1}$ and the number of rectangular blocks be $k_{2}$ such that $K=k_{1}+k_{2}$. For convenience, let these $k_{1}$-squared blocks be of sizes $\left(s_{1} \times s_{1}\right), \quad\left(s_{2} \times s_{2}\right), \ldots$, and $\left(s_{k_{1}} \times s_{k_{1}}\right)$, where $s_{i}=2^{l_{i}}$, $1 \leq i \leq k_{1}$ and $1 \leq l_{i} \leq n$; let these $k_{2}$ rectangular blocks be of sizes $\left(2 r_{1} \times r_{1}\right),\left(2 r_{2} \times r_{2}\right), \ldots, \quad$ and $\left(2 r_{k_{2}} \times r_{k_{2}}\right)$, where $r_{j}=2^{m_{j}}, 1 \leq j \leq k_{2}$ and $1 \leq m_{j} \leq$ $n-1$.

From Lemma 1 and the above description, we have the following result.

Lemma 2. For each squared homogeneous block with size $s_{i} \times s_{i}$, the time complexity required in the computation of $m_{p q}$ is proportional to $s_{i}$; for each rectangular
block with size $2 r_{j} \times r_{j}$, the time complexity required in the computation of $m_{p q}$ is proportional to $r_{j}$.

We now require to analyze the total time complexity in the worst case for the proposed method. We have the main result.
Theorem 3. Given an $N \times N$ grey image, suppose it is compressed into a compressed image with $K$ blocks, then the computation of moments can be done in $O(N \sqrt{K})$ time.
Proof. From Lemma 2, it is known that the total time complexity is bounded by

$$
T=\sum_{i=1}^{k_{1}} s_{i}+\sum_{j=1}^{k_{2}} r_{j}
$$

Since the image size is of $N \times N$, we have $\sum_{i=1}^{k_{1}} s_{i}^{2}+$ $\sum_{j=1}^{k_{2}} 2 r_{j}^{2}=\sum_{i=1}^{k_{1}} s_{i}^{2}+2 \sum_{j=1}^{k_{2}} r_{j}^{2}=N^{2}$. Let $\vec{u}$ be a $K$-dimensional vector and $\vec{u}=\left(s_{1}, s_{2}, \ldots, s_{k_{1}}, \sqrt{2} r_{1}, \sqrt{2} r_{2}\right.$, $\left.\ldots, \sqrt{2} r_{k_{2}}\right)$. In addition, let $\vec{v}=(\underbrace{(1,1, \ldots, 1}_{k_{1}}$, $\underbrace{1 / \sqrt{2}, 1 / \sqrt{2}, \ldots, 1 / \sqrt{2}}_{k_{2}})$. By the Cauchy-Schwarz inequality [16], we have

$$
|\vec{u} \cdot \vec{v}| \leq\|\vec{u}\|_{2} \times\|\vec{v}\|_{2}
$$

From

$$
\begin{gathered}
\vec{u} \cdot \vec{v}=\sum_{i=1}^{k_{1}} s_{i}+\sum_{j=1}^{k_{2}} r_{j} \\
\|\vec{u}\|_{2}=\sqrt{\sum_{i=1}^{k_{1}} s_{i}^{2}+2 \sum_{j=1}^{k_{2}} r_{j}^{2}}=N
\end{gathered}
$$

and

$$
\|\vec{v}\|_{2}=\sqrt{k_{1}+\frac{k_{2}}{2}}
$$

by Cauchy-Schwarz inequality, we have

$$
\begin{aligned}
T & =\sum_{i=1}^{k_{1}} s_{i}+\sum_{j=1}^{k_{2}} r_{j} \leq N \times \sqrt{k_{1}+\frac{k_{2}}{2}} \leq N \times \sqrt{k_{1}+k_{2}} \\
& =N \times \sqrt{K}
\end{aligned}
$$

From the definition of the big- $O$ notation [15], we thus have $T=O(N \sqrt{K})$. We complete the proof.

By traversing the S -tree representation and from Theorem 1, the computation of moments $m_{00}, m_{10}, m_{20}$, $m_{30}, m_{01}, m_{11}, m_{21}, m_{02}$, and $m_{12}$ can be done in $O(N \sqrt{K})$ time.

## Experimental Results

In the STC method, a minimum block allowable contains four pixels, and for this case, no data compression is achieved in encoding the minimum block. In order to have a better robustness to noises and get a better compression ratio, we allow one pixel in a homogeneous block to exceed the specified error tolerance. This leads to one noise robustness for any homogeneous block. Three $512 \times 512$ grey images, Lena, F16, and Pepper are used to compare the performance among the proposed method, the indirect method (first decompressing the compressed image, then computing moments on the decompressed image), and the conventional method. Here, the conventional method computes the moments on the decompressed image directly. All the related implementations are performed using Borland $\mathrm{C}++$ Builder 5.0 on the IBM compatible Celeron microprocessor with 450 MHz .

Given the error tolerance $\varepsilon=21$, Table 1 lists the average bits per pixel $(B P P)$, signal-to-noise ratios (SNRs) [9], the number of partitioned blocks ( $K$ ), and the execution time in terms of seconds. The $S N R$ is used to measure the similarity between the original image and

Table 1. Performance comparison

| Figure | $B P P$ | $S N R$ | $K$ | Proposed method | Indirect method | Conventional method |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Lena | 1.12 | 26.9 | 8676 | 0.010 | 0.241 | 0.090 |
| Pepper | 1.50 | 26.5 | 11680 | 0.013 | 0.238 | 0.090 |
| F16 | 1.67 | 30.8 | 13070 | 0.015 | 0.235 | 0.090 |

Table 2. Accuracy comparison

|  | $m_{00}$ | $m_{10}$ | $m_{20}$ | $m_{30}$ | $m_{01}$ | $m_{11}$ | $m_{21}$ | $m_{02}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |$m_{12}$.

the decompressed image and is defined by

$$
S N R(\mathrm{~dB})=10 \log _{10} \frac{\sum_{x=0}^{N-1} \sum_{y=0}^{N-1} g^{2}(x, y)}{\sum_{x=0}^{N-1} \sum_{y=0}^{N-1}\left\{g(x, y)-g_{e s t}(x, y)\right\}^{2}}
$$

It is observed that the average executing time improvement ratio of the proposed method over the indirect method is

$$
\begin{aligned}
95 \% & =\frac{\text { Time }(\text { Indirect Method })-\text { Time }(\text { Proposed Method })}{\text { Time }(\text { Indirect Method })} \\
& =\frac{0.238-0.014}{0.238}
\end{aligned}
$$

the executing time improvement ratio of the proposed method over the conventional method is $86 \%=$ (0.090-0.014)/0.90.

Table 2 illustrates the calculated values of the concerning moments. In Table 2, the symbol Lena-O denotes the original Lena image without any distortion; the symbol Lena is the same as the compressed Lena image in Table 1. It is observed that the proposed method has a high accuracy when compared to the conventional method running on the original Lena image, i.e. Lena-O. For example, the calculated value of $m_{10}$ is $8.63 \times 10^{9}$ using the proposed method on the compressed image; the calculated value of $m_{10}$ is $8.67 \times 10^{9}$ using the conventional method on Lena-O. For this case, the relative error is about $0.46 \%$ which is infinitesimal.

In summary, experimental results reveal a significant computational advantage of the proposed algorithm while preserving a high accuracy of moments and good compression ratio.

## Conclusions

We have presented an efficient algorithm for computing low-order moments in $O(N \sqrt{K})$ time. The detailed time
complexity analysis is also given. Three real images have been used to test the performance comparison among the proposed method, the indirect method, and the conventional method. Experimental results reveal a significant computational advantage of the proposed algorithm while preserving a high accuracy of moments and good compression ratio. The results of this paper extend the previous results by Spiliotis and Mertzios [7] from the binary image domain to the grey image domain. The question as to how to plug the refined moment calculation technique [17] into our computational method is an interesting research issue.
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