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Abstract- In this paper the PGPS/RAP multiaccess pro- 
posed in [16] is reinvestigated for realistic channel character- 
istics such as unreliable transmission and propagation delay 
effect. With our proposed link control scheme, the packet 
error rate of PGPS/RAP in an unreliable channel can be ef- 
fectively improved while the packet delay for constant-bit-rate 
(CBR), variable-bit-rate (VBR) traffic is still guaranteed. fir- 
thermore, with the technique of pipelining, we modify the 
PGPS/RAP to adapt the long propagation delay effect for 
guaranteed QoS access to CBR and VBR traffic of the end- 
users. This modified PGPS/RAP without any specific frame 
concept can still guarantee worst-case jitter of CBR and VBR 
traffic sources and therefore can guarantee the &OS of jitter- 
sensitive CBR and VBR sources. 

I. INTRODUCTION 

In [16], we demonstrated that Packet-by-Packet Gen- 
eralized Processor Sharing [l]/Random addressed polling 
(PGPS/RAP) multiaccess is a very effective multiaccess ap- 
proach in wireless multimedia networks with error-free chan- 
nels and negligible propagation delay. However, wireless 
channels are inherently unreliable and time-varying compared 
to broadband, highly reliable, static wireline channels (e.g. 
coaxial cable or optical fiber channels). As a result, data link 
control schemes are definitely unavoidable to guarantee the 
Quality-of-Service (QoS) of reliable information transmission 
in unreliable wireless channels. On the other hand, multi- 
media broadband networks may in general cover a wide ge- 
ographical area and interconnect a huge number of end-user 
nodes. Because of the wide coverage, there often exists in- 
evitable long propagation delay which may be multiple times 
of packet transmission duration in such networks. Propa- 
gation delay retards the information exchange between user 
nodes and is regarded as the primary degrading factor of most 
multiaccess protocol. Therefore, it is also a great challenge of 
designing multiaccess scheme with guaranteed QoS in multi- 
media broadband networks. The physical channels of these 
broadband networks often have the following two character- 
istics: 1) there are two separate subchannels. A broadcast 
channel conveys traffic from the access point to the end-users, 
and a multiaccess channel conveys traffic in the reversed di- 
rection, 2) a long propagation delay effect. Afterward, we 
refer to a channel with the above two characteristics as a 
long propagation delay channel. 
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11. PGPS/RAP MULTIACCESS 

A. S y s t e m  Model 

Consider the following multiaccess communication model: 
There are n nodes, each node has a queue of packets to be 
transmitted and the multiaccess channel is a common server 
(denote C as the channel capacity). In addition, there is a 
special node called the coordinator where these n nodes use 
this multiaccess channel to communicate with it. We try to 
serve three kinds of source: constant bit rate (CBR), variable 
bit, rate (VBR), and available bit rate (ABR) sources. 

We further assume: 1) Propagation delay is negligible com- 
pared to a packet transmission time. 2) All packets generated 
from a source are of the same size. 3) The packets of all ABR 
traffic sources are of the same size but the packet of CBR or 
VBR traffic sources may be of different size. 4) There exists 
a fixed parameter L,,,, which is a size upper bound of all 
packets. 

A CBR traffic source is characterized by four parameters 
(r:, L t ,  T,", Dc),  where r," (bps) is the rate of this source, L," is 
the size of packets of this source, T," is the packet interarrival 
time, D,' is the maximum tolerable delay measured from the 
arrival time of a packet to its departure time from the ith 
CBR local queue, and r: = L,"/T,". 

A VBR traffic source is characterized by five parameters 
(T,", Li',T,",Qy,Dp), where r," (bps) is the peak rate of this 
source, L," is the size of packets of this source, T," is the 
minimum packet interarrival time, Q: is the query packet size 
of this source, DP is the maximum tolerable delay measured 
from the arrival time of a packet to its departure time from 
the ith VBR local queue, and r," = Ly/T,". 

For ABR source, we assume that if two or more ABR 
sources send their packets in a transmission interval, then 
there is a collision. The packet is correctly received for only 
one packet in the multiaccess channel. 

We adapt a simplified RAP protocol as the fundamental 
access. A complete operation of RAP can be found in [9]. 
S t e p  1 The base station broadcasts a [READY] message to 
all mobile nodes in its coverage area. 
Step 2 Each active mobile node that intends to transmit gen- 
erates a random number from the set {0,1,2,. . . , p  - l} and 
simultaneously transmit their random numbers with orthog- 
onal signals. 
S t e p  3 The base station polls each active random number one 
by one. The mobile nodes who sent the polled random num- 
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ber transmit packet to the base station. 
Step 4 If the base station successfully/unsuccessfully receives 
the packet from any mobile node, it sends a positive/negative 
acknowledge ([PACK]/[NACK]) right away before polling the 
next one(s). Then go back to Step 1. 
A. round of the above processes is called a polling cycle. From 
the point of view of ABR nodes, the coordinator is just like 
a RAP base station. ABR nodes wait for [READY] signal to 
up-transmit random addresses and wait for the coordinator to 
poll each random address. The coordinator and ABR nodes 
%re all aware of the following parameters: p is the number 
of random addresses, and Lg is the fixed ABR packet size. 
Pt is the duration of time required for the coordinator to 
detect random addresses. LE is the equivalent packet size 
with transmission time P: in a channel with capacity C bits 
per second, i.e. LG E PZC. 

It can be shown that for CBR and VBR nodes the packet 
delay is bounded under PGPS/RAP multiaccess [16]: 

Proposition 1 (CBR delay bound) Denote up the arrival 
time of a packet p of the ith CBR source and Fp its depar- 
ture time from the ith CBR local queue. Under PGPS/RAP 
multiaccess, we have: 

Fp - up 5 2~:/r: + Lmax/C (1) 
Proposition 2 (VBR delay bound) Denote up the arrival 

time of a packet p of the i th VBR source and Pp its depar- 
ture time from the ith VBR local queue. Under PGPS/RAP 
multiaccess, suppose a query permit is generated every NT," 
seconds, we have: 

( 2 )  
NTT(L4 + Q Y )  Lmaz +- NLY + Q y  C 

Fp - ap 5 NT," + 

111. PGPS/RAP IN UNRELIABLE CHANNELS 

In the preceding discussion, the multiaccess channel is as- 
sumed to be reliable, i.e. without transmission error. Now 
we consider a more practical situation for multimedia wire- 
less networks that the channel is fairly erroneous and a link 
control mechanism using retransmission is required to keep 
the packet error rate within an acceptable range. In this sec- 
tion, we propose the concept of retransmission permit to cope 
with the unreliable channel, and then analyze its impact on 
the delay bounds in [16]. 

A retransmission permit pattern corresponding to a CBR 
or VBR source is used to retransmit the erroneous packets, 
and is stated as follows: 
1. CBR packet retransmission: A grant permit is generated 
at, t = nNT,C + L,,,/C, n = 1 , 2 , .  . . ,  in case that there 
is any packet error in the previous N transmissions. The 
PGPS weighting factor of this permit queue is set to r,C/N 
and the total bandwidth 4: allocated to this CBR source is 
rl (1 + l / N ) .  
2.  VBR packet retransmission: A grant permit is gener- 
ated at t = nNT,ZI + L,,,/C, n = 1 , 2 , .  . . , in case that 
any packets which arrive in the nth counting interval (i.e. 
[ (n  - l)NT:, nNT:)) is erroneously transmitted. The PGPS 
weighting factor of this permit queue is set to rY/N and 

the total bandwidth 4; allocated to this VBR source is 

Whenever the coordinator selects a retransmission grant per- 
mit to serve, it notifies the corresponding CBR or VBR source 
to retransmit the packet in error. 

Suppose a CBR or VBR packet-error occurs independently 
with probability p ,  then the packet transmissions can be seen 
as a sequence of Bernoulli trials. Hence the expected num- 
ber of erroneous packets in N transmissions is Np. With 
this retransmission mechanism, a retransmission opportunity 
is provided every N transmissions and the expected number 
of erroneous packets in N trials is reduced to N ( N  + l)p2/2 
provided p << 1 (see Appendix A of [15]). Therefore by ad- 
justing the value of N ,  we can reach an acceptable packet 
error rate to meet QoS in multimedia wireless networks. 

It can be shown that for CBR and VBR nodes the packet 
delay is bounded under PGPS/RAP multiaccess provided 
that $: + 4: < C 1151: 

Proposition 3 (CBR delay bound with retransmission) Sup 
pose a retransmission opportunity is provided every NT," sec- 
onds, and denote a, the arrival time of an erroneous packet 
e of the ith CBR source and FT its retransmission departure 
time from the ith CBR local queue. Then we have: 

?y(l+ + + e). Q' 

FT - a, 5 ( 2 ~  + 1) . L : / T ~  + ~L,,,/c (3) 
Proposition 4 (VBR delay bound with retransmission) Sup 

pose a retransmission opportunity is provided every counting 
interval, and denote a, the arrival time of an erroneous packet 
e of the it" VBR source and FT its retransmission departure 
time from the ith VBR local queue. Then we have: 

$r - a,  5 3 N .  LY/ry + 2Lma,/C (4) 
From the discussion above, it can be seen that with re- 

transmission CBR and VBR delay bounds are enlarged. The 
primary contributions to these enlargement are the waiting 
time intervals for retransmissions. Besides, the retransmis- 
sion permit certainly occupy additional channel bandwidth. 
However, due to diversed QoS demands, this mechanism is 
only implemented while is needed. 

IV. PGPS/RAP MULTIACCESS IN A LONG PROPAGATION 

A .  Long Propagation Delay Channel Model 
Consider a long propagation delay channel mentioned in 

Section I. In this channel there are n user nodes, each of 
which has a queue of packets to be transmitted. A special 
node called the coordinator, which is the access point of this 
network, uses the broadcast channel (with bandwidth Cg) 
to communicate with other nodes and all user nodes use the 
multiaccess channel (with bandwidth C,) to communicate 
with the coordinator. 

To model the propagation delay effect, every signal travels 
at a constant speed V. A CBR traffic source is now charac- 
terized by five parameters (r:, L:,T:, J:,r:), where r,C is the 
rate of this source, L,C is the size of packets of this source, T,' 
is the packet interarrival time, J,' is the maximum tolerable 
jitter of this source (jitter is defined as the difference between 
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the time of two successive departures and the time of two suc- 
cessive arrivals [lo]), and 7," represents the propagation time 
needed for a signal to travel from the coordinator to this user 
(or the propagation time in the reverse direction). 

A VBR. traffic source is now characterized by six parame- 
ters (rp, Ly, TT, QP, JF, r;), where TY is the peak rate of this 
source, Ly is the packet size of packets of this source, Ti" is 
the minimum packet interarrival time, QY is the query packet 
size of this source, and J f ,  7: represent the maximum tolera- 
ble jitter and propagation time, respectively. In addition, we 
suppose that: 
1. If a packet overlaps in time-axis with any other packets 
when it arrives at the coordinator, then there is a collision and 
the coordinator obtains no information about the contents or 
source of the transmitted packets. If just one packet arrives at 
the coordinator without any overlapping with other packets, 
the packet is correctly received. 
2 .  There is a fixed parameter rmax, which is an upper bound 
of propagation delays from all user nodes. 
3. Signaling packets issued from the coordinator are small 
compared to packets from other user nodes. Therefore such 
signaling packets are assumed to be negligible. 

B. RAP Protocol with Long Propagation Delay 
The operation of RAP protocol has been stated in Sec- 

tion 11. However, in a long propagation delay channel, it 
takes time for the random address signal and data packet sig- 
nal to travel between ABR users and the coordinator. If the 
coordinator just sends out a [READY] signal and keeps idly 
waiting for the random address signal to propagate back, the 
portion of time used to execute RAP protocol will be low to 
yield poor efficiency. To overcome this problem, we use the 
technique known as pipelining. With pipelining, the RAP 
protocol is modified as follows: 
(i) Initially the coordinator sends out a READY signal to 
start a polling cycle. 
(ii) The coordinator checks if there are any random address 
signals returning already. If this is the case, it polls each 
active random address one by one. Otherwise it sends out 
another READY signal to initiate another polling cycle. 
(iii) Goto (ii) 
In this way, multiple RAP polling cycles are pipelined to- 
gether and this takes advantage of the waiting time induced 
by propagation delay. Therefore this modification maintains 
high efficiency in a long, propagation channel. 

With pipelining there are also modifications on the ABR 
user side. Every ABR user has three queues locally. They are 
called polling queue, collision queue, and new arrival queue, 
respectively. Every packet stored in polling is marked with a 
random address, and waiting for polling signal from the coor- 
dinator. If a packet from polling queue collides with packets 
of other ABR users, this packet will be forwarded to collision 
queue and waiting for re-polling there. Whenever a ABR user 
hears a READY signal from the coordinator, 
(i) it checks if there are any packets stored in collision queue. 
( i .2)  if yes, it gets one packet from the collision queue. 
(i.2) otherwise it checks if there are any packets stored in 
new arrival queue. 
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(2.2.1) if yes, it gets one packet from new arrival queue. 
(i.2.2) otherwise go to (iii). 
(ii) the ABR user generates a random address, and up- 
transmits this random address via the multiaccess channel. 
Then it marks this random address on the packet we got in 
(i), and finally put this packet in polling queue. 
(iii) End. 

Because all users have different propagation parameters 
r,", to make the response signals (random addresses signal 
or ABR packets signal) of different ABR users coincide, and 
to "normalize" the round trip delay of CBR or VBR source to 
2rmax, all users transmit packets into the multiaccess channel 
with proper delay after they receive signals from the coordi- 
nator. Therefore we propose that for any user i, it issues 
its response signal into the multiaccess channel with delay 
2 x (r,,, - 7,) seconds after it hears the signal from the coor- 
dinator. With this proper delay, response signals of different 
ABR users coincide with each other in the multiaccess chan- 
nel. 

C. PGPS/RAP wath Propagatton, Delay 

As earlier discussion, permits according to presumed pat- 
terns are generated in the coordinator. 
1. For a (T : ,  L:, T:, .It, r f )  CBR source, a grant permit with 
size, LC is generated every T," seconds. 
2 .  For a (ry, Ly,T:,Qy.J,",r$") VBR source, a query permit 
with size QY is generated every NT," seconds, where N is the 
maximum positive integer satisfying: J," 2 NT," + + 
L,,, 4: . Denote K the minimum positive integer such that 
KNT," > 2r,nas + - + w, which represents the 
minimum number of pipelined query operations needed to 
fill up the round-trip propagation delay. Whenever a query 
permit is chosen to serve by the coordinator, the following 
tasks are performed: 1) the coordinator queries the z t h  VBR 
user the number of packet arrivals at the ith VBR local queue 
in the nth counting interval, [(n, - l)NT,", nNT,"). 2 )  the it' 
VBR user receives this query and replies the number. Let n 
be the result of the query, then 

NLvTvv 

(a) if n = 0, no grant permits are generated. 
(b) if n > 0, a grant permit with length L: is generated 

KNT,"+NT,"Q:/(NLY-!-QY) seconds after this query permit. 
Then another is generated every NT,"Ly/(NLy +Qy) seconds 
until all n grant permits are generated. 
3. Unlike CBR and VBR users, each has its own correspond- 
ing presumed arrival pattern, there is only one presumed ar- 
rival pattern for all ABR users. A permit determines its 
successors as follows: According to our RAP operation with 
pipelining in Section IV-B, 

The 
corresponding operation is that the coordinator broadcasts 
[READY] and detects active Random Addresses. 
(b) The coordinator checks if there are any random address 

signals returning back. If yes, the next permits are polling 
permits with size LB, which represent polling each active ad- 
dress one by one. Otherwise. the next permit is another RA 
permit. 

(a) The first permit is a RA permit with size LE. 



(c) Goto (b). 
Given the modified permit generation mechanism, the 

PGPS/R.AP protocol with long propagation delay is stated 
as follows: 
(i) Given the modified permit generating mechanisms stated 
albove, set the weighting factor 4: of the ith CBR source to 
r:, set the weighting factor 4: of the ith VBR source to rp x 
(1 + k . g) and set the weigh’ting factor q9 of the ABR 
queue to CU - xi 4; - xi 4:. 
(zi) Use a PGPS scheduler to select a permit queue and then 
get one permit from the selected queue. Denote L (bits) the 
packet size of this permit. 
(zi.1) if this permit is for the ith CBR user, the coordinator 
isisues a notification signal into broadcast channel to notify 
the ith CBR user to transmit a packet. 
(ii.2) if this permit is for the ith VBR user, and 
(ii.2.1) it is a query permit, the coordinator issues a query 
signal into the broadcast channel to query the ith VBR user. 
(ii.2.2) it is a grant permit, the coordinator issues a notifica- 
tion signal into the broadcast channel to notify the ith VBR 
user to transmit a packet. 
(ii.3) if this permit is from the ABR queue, and 
(ii.3.1) it is a RA permit, the coordinator issues a READY 
signal into the broadcast channel to ask all ABR users to 
up-transmit random addresses. 
(ii.3.2) it is a polling permit, the coordinator polls the next 
un-polled random address by issuing a polling signal into the 
broadcast channel. 
(iii) Wait for L/Cu seconds and go to (ii). 

With the above operations, it can be shown that for CBR 
arid VBR sources the packet jitter is bounded. We present 
th.e bounds in two propositions, while proofs are in [15]. 

Proposition 5 (CBR jitter bound) Let D, and D, denote 
the interarrival time and the interdeparture time of packet p 
and packet p +  1 of a CBR source. In a channel with propaga- 
tion delay upper bound r,,, and under PGPS/RAP protocol, 
we have: 

(5) 
LC L; Lm,, D - D  <2--+- 

1 . P  PI- rC Cu Cu 
Proposition, 6 (VBR jitter bound) Let D p  and D, denote 

the interarrival time and the interdeparture time of packet p 
and packet p +  1 of a VBR source. In a channel with propaga- 
tion delay upper bound T,,~ and under PGPS/RAP protocol, 
suppose a query permit is generated every NTT seconds, then 
we have: 

V. SIMULATION RESULTS 
In this section, we give some simulation results of‘ 

PGPS/RAP multiaccess with various CBR and VBR traffic 
sources in multiaccess channels with different capacities. 

In case 1 and case 2, we simulate the maximal delay of three 
ClBR and four VBR traffic sources without and with retrans- 
mission mechanisms and compare the results of these two sit- 
uations. In case 1, we simulate the maximal delays of three 

CBR and four VBR traffic sources in a channel with capacity 
25 Mbps. The remaining bandwidth is used to execute RAP 
operation with parameters p = 5, LE = 200, Lg = 1000. The 
four VBR sources are packetized output of MPEG-1 video 
coder with the famous movie %tar war” as its input. The de- 
tailed traffic parameters of the sources, the theoretical delay 
bound and maximal delays in simulation are listed in Table I. 
To compare the effect of retransmissions, in case 2 we con- 
sider the same traffic sources as in case 1 but retransmission 
link control mechanisms are exerted for all CBR and VBR 
sources over a channel with packet error rate For ex- 
ample, a retransmission opportunity is provided for every 5 
CBR 1 transmissions. Note that the bandwidth of each traffic 
source is increased to accommodate additional retransmission 
traffic. The detailed traffic parameters of all traffic sources, 
the theoretical delay bounds and maximal delays in simula- 
tion are listed in Table 11. From the results of case 1 and case 
2, at the expected price of larger maximal delays, retransmis- 
sions of erroneous packets can improve the packet error rate 
from low2 to the order of to meet the required packet 
error rate. Therefore this simple link control mechanism can 
effectively provide more reliable PGPS/RAP access over an 
erroneous channel. 

In case 3, we simulate the maximal jitter of ten CBR and 
seven VBR traffic sources in a lOMbps channel with max- 
imal delay rmax = 0.01 second. The VBR source 1 is the 
output of a four-rate-level packet generator. The generator 
stays in each rate level for 0.015 seconds, and randomly de- 
cides the next rate level with equal probabilities. The four 
rate levels are: 0, 180kbps, 2iOkbps, 540kbps. Other VBR 
sources are outputs from ON-OFF coders. For instance, VBR 
source 2 generates a packet of size 390 bits every 0.001 second 
with probability 0.6. The CBR and VBR traffic sources take 
up 98% of the channel capacity and the remaining 2% are 
used for ABR service, with the parameter p = 5, Lp” = 1000, 
LE = 200. The details of all traffic sources are listed in Ta- 
ble 111. The simulation maximum jitter V.S. the theoretical 
jitter bounds are listed in Table IV (C = lo7, L,,, = 1000, 
T,,~ = 0.01). dlthough only 2% of total bandwidth is origi- 
nally allocated to ABR traffic, approximately 10% of time are 
flexibly used to execute RAP to provide ABR service. ABR 
traffic indeed takes advantage of the surplus bandwidth when 
VBR source are in their lower-rate period. This result jus- 
t,ifies our jitter bounds and demonstrates the effectiveness of 
PGPS/RAP multiaccess in networks with long propagation 
delay. 

VI. CONCLUSIONS 

In this paper, we first proposed a link control mechanism for 
PGPS/RAP such that this multiple access methodology with 
guaranteed &OS can operate in unreliable wireless channels. 

With the modification according to pipelining concept, we 
also proposed PGPS/RAP methodology as an effective so- 
lution for the multiaccess scheme to provide broadband net- 
work access services to the end-users. With pipelining, multi- 
ple RAP operations and multiple VBR query operations can 
be pipelined together to take advantage of the propagation 
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inherits many good characteristics from original version [16]. 
As a result, PGPS/RAP is not only a potential multiaccess 
approach for wireless multimedia networks, but also an com- 
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TABLE I11 
SIMULATION TRAFFIC SOURCES (CASE 3). 

call I 
1 I 
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3 I 

call I VBR 
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(his) (bics) bound (3) I delay e r r .  rite 
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I call 11 max. jitter I bound I call 1 1  max. jitter I bound 1 
11 (sec.) I (sec.) I 1 1  (sec.) I (sec.) 1 
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