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Abstract 

Recently Peer-to-Peer networks (P2P) have gained 
great attention and popularity. One key challenging aspect 
in a P2P resource sharing environmenr is ari eSficient 
searching algorithm. This is especially important for 
Gnutella-like decentralized and unstrucrured networks dire 
to the power-law degree distributions. We propose a hybrid 
search algorithm that decides the number of running 
walkers dynamically with respect to peers ’ topological 
information and search time state. It is able to control the 
extent of messages generating temporally by the simulated 
annealing mechanism, thus being a scalable search. 
Furthermore, we present a unified quantirative search 
performance metric, Search ESficiency. to objectively 
capture dynamic behavior of various search algorithms in 
terms of scalahility. reliability and responsiveness. We 
quantitatively characterize, through simulations, the 
perfvrmance of various existing search algorithms. The 
proposed algorithm outperfonnr others in terms of Search 
Eflciency in borh the local and global search spaces. 

1. Introduction 

Recently, a newly innovated architecture of Peer-to-Peer 
. [5, 6, 7, 8, 91 networks has caught people’s eyes and 

becomes popular, in which all participants are functionally 
equivalent. Unlike the centralized client-server model. the 
peers in the P2P network behave as clients and servers at 
the same time. PZP networks adopt a network-based 
computing style that neither excludes nor inherently 
depends on centralized control points. The unstructured 
designs are not based on any kind of network connection 
and much resilient to nodes entering and leaving the system 
This feature is attractive to general users due to the 
capability to install, maintain, and share files easily 18, 91. 
The rapid growth of Gnutella [ I ]  is an example for the 
appealing architecture. Recent measurement data suggests 

that P2P applications have a significant impact on the 
Internet traffic [3,4]. 

In this paper, we focus on Gnutella-like decentralizcd 
unstructured P2P environments since these systems are 
actively used by a large community of Internet users today 
[ 13, 14, 221. These networks, while not centrally planned in  
structure, grow according to a simple self-organizing 
process, whose topologies have been shown to have power- 
lawproperties [I, 13, 151. 

A resource discovery mechanism returns a set of 
resources that match the query descriptions. The name of a 
target file may be known, but due to the network’s ad hoc 
nature, the node holding the tile is not known until a real- 
time search is performed. In order to find files, peers pass 
messages along to the other peers that they know of. 
Devising an efficient searching algorithm is challenging 
because of the potentially large number of resources and 
users, and the heterogeneity in resource types as well as the 
complication that users may join and leave randomly. 
Therefore, the major focus in this paper is to explore an 
efficient search algorithm in a large-scale, dynamic, and 
heterogeneous networking environment. 

Another focus of this paper is to provide an objective 
and overall evaluation metric for search performance. 
Hence, we propose a quantitative measure criterion, Search 
ESficiency (SE), to give a unified measure from both users’ 
and networks’ perspectives in terms of reliability, 
scalability, and responsiveness. 

Current search algorithms in Gnutella-like networks 
tend to he inefficient, either generating too much load on 
the system 12, 161, or not meeting users’ requirements [ l l ] .  
Hierarchical structure like KaZaA [221 can reduce network 
traffic by using supernodes. However, the query operations 
among supernodes are the same as Gnutella networks. 
Specifically, flooding search, deployed by Gnutella, is 
known to have the scalability problem 12, 131. It suffers 
from the exponentially growing number of search messages. 
On the other hand, it has been suggested random walk 
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Expanding ring [IO, 111 is an extension of flooding 
search algorithm. It uses successive flooding searches with 
incremental “ L s .  A node starts a flood with a small “L 
and waits to see if a success is replied. If it is, the node 
stops searching; if not, the node continues to flood with 
larger TTLs. This procedure is repeated till the target object 
is found or exceeds the maximum ‘ITL limit. 

Random walk [ IO,  12, 171 has been proposed to avoid 
the scalability problem and generates reasonable search 
performance. The mechanism of random walk is to forward 
the query to a randomly chosen neighbor at each step until 
the object is found, where the query message is called a 
“walker”. By doing so, the number of query messages at 
each time instance remains constant as the search time 
elapses (hop count increases). Intuitively, just one walker 
will hardly find the desired object and thus [IO] modifies it 
to a k-walker algorithm in order to cut down the delay by a 
factor of k. In this paper, we use “random w a l k  to refer to 
multiple random walks. 

3. A robust search: hybrid search algorithm 

On one hand, flooding search algorilhm sends query 
messages aggressively to all neighbors, producing rather 
high success probability thanks to its global coverage if the 
target object exists. However, the number of its query 
messages grows exponentially and unnecessary messages 
are generated during the search process. On the other hand, 
random walk search can be viewed as a local search 
method, which significantly reduces the number of 
messages generated. Its potential drawbacks are that the 
route of a query message may become a loop and messages 
never jump out as well as that it is hard to choose the 
optimal number of walkers in advance. 

To devise a robust search algorithm, which possesses 
high success probability with low message overhead, is a 
challenging task. 

We propose an algorithm, which takes approaches 
similar to the mechanism called simulated annealing 1201, 
to explore the unknown performance space between 
random walk and flooding, from which we could hopefully 
gain performance advances. 

The term “simulated annealing” derives from the 
roughly analogous physical process of heating and then 
slowly cooling a substance to obtain a strong crystalline 
structure. It is a popular combinatorial optimization method, 
which accepts system changes depending on the cost 
function. If the energy of this new state is lower than that 
of the previous one, the change is accepted unconditionally 
and the system is updated. If the energy is greater, the new 
configuration is accepted probabilistically. This procedure 
allows the system to move consistently towards lower 
energy states, yet still “jump” out of local minima due to 
the probabilistic acceptance of some upward moves during 
the first few iterations. 

To clearly illustrate how the idea of simulated annealing 
is applied in our proposed algorithm, we fxst bring in the 
mathematic model of forwarding mechanism. Basically, the 
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algorithm [ IO,  121 can solve the scalability problem. We 
find that, in our simulations, Search Eficiency of random 
walk almost remains the same regardless of the search time 
because the number of the query messages (walkers) 
remains constant regardless of the network topology. 
However, random walk suffers from poor SE in the short 
term although it does have higher SE compared to that of 
flooding search in the long term. Besides, it is difficult to 
determine the optimal number of walkers in a dynamic 
environment in  advance. 

W e  therefore propose a hybrid search algorithm trying 
to solve the problem of scalability and how to determine 
the optimal number of running walkers. The proposed 
mechanism can decide the number of walkers dynamically 
with respect to the peer’s linking status and the search time, 
making it possible to decide the optimal number of query 
messages. More specifically, the hybrid search fully 
explores thc local search space to get responsive results as 
flooding, and control the impact on the network in the 
global space, as random walk, by a “simulated ‘annealing” 
mechanism, making itself a scalable search. Simulation 
results demonstrate the proposed mechanism outperforms 
existing search algorithms in terms of SE in  both long term 
and short term. 

In addition, to mimic the P2P characteristics, especially 
the peers’ file sharing behavior, we further introduce the 
idea of file-to-node distributions. It models this behavior 
aS that peers with higher connection ability tend to share 
more tiles, and vice versa. This is true especially when 
there is some incentives for users to share files [221. Some 
interesting results are shown in the analysis sub-section 
ahout the properties of algorithms, under this distribution. 

The rest of this paper is organized as follows. Section 2 
explains the existing search algorithms for unstructured 
P2P networks. In Section 3 ,  we describe in details the 
proposed search algorithm. The P2P environment modeling 
and simulations are described in Section 4. Before 
presenting our simulation results, we introduce the unified 
evaluation criterion, Search Eficiency, in Section 5 .  
Performance analysis of various search algorithms is 
presented and discussed in Section 6. In Section 7, we 
introduce the file-to-distribution and discuss the 
performance natures of search algorithms. Finally, Section 
8 concludes our work. 

2. Related previous work 

In this section, we briefly introduce some existing 
search algorithms in P2P systems that will he used for the 
performance comparison in the analysis sections. 

Flooding is a search algorithm currently adopted in 
Gnutella 1 IS] .  It operates by sending query messages to all 
nodes within a neighborhood of size TTL (time-to-live: the 
number of times or hops a query will be forwarded). Every 
node passes on the query message to all of its neighbors 
and decrements the TTL by one. The process continues 
until TIz reaches zero. 
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to make it behaves as  random walk. Our implementation is 
the latter.) Specifically, the search mechanism shows a 
hybrid phenomenon between flooding and random walk 
algorithm. In this example, it first floods the local network 
globally (when the search time f < 3), and then the queries 
are relayed in the global network locally. 

In the pure random walk search, it is difficult to 
determine the optimal number of walkers in advance. The 
hybrid approach, however, provides the flexibility to 
decide the number of walkers depending on peers' 
topology and search time state as well as the choice of n. If 
a user wants to search results aggressively, he or she can 
set a lager number of n. After firing off a search, the 
number of walkers is determined topologically and based 
on local connections of the searching node within the 
radius of n. 

mechanism of forwarding a query message to the ith 
neighboring peer can be described by a probability function 
pi(f,oi), where f denotes the current searching time (hop 
count) and oi represents the statistic information of the ith 
peer. Note that we define the time a peer initiates a search 
as f = 0. When pi(f,oi) = I ,  the query message is forwarded 
to the ith peer. If pi(f ,oi)  = 0, the query is not. Assuming the 
number of links (neighbors) of certain peer is I ,  we obtain 
the number of messages the peer will forward at some 
search time r as 

Z=, pj(f) = k , (1) 

where k is the number of forwarding walkers OF the peer 
statistically. For pure flooding search algorithm, the 
probability model, which every node adopts, can be 
described as Vi,p,(f,o,) = 1. 

If the termination parameter TTL (a fixed number) is 
used, then the probability function should he modified as 
( 1 - u ( f - - 7 T L ) ) ~ p j ( t , o j )  , where u(t) is the unit step 
function (u(f) = I ,  when f Z O ,  u(f)=O, otherwise). In the 
case of random walk search algorithm, the function p i ( f )  
does not depend on the knowledge of its peers since the 
algorithm randomly selects its peers to relay the query. 
Moreover, there is one additional constrain, 1, pi@) = 1, to 
let each node only l'orwards the received message to one 
neighbor. 

One potential problem of local search algorithms is that 
the relay path of the query message may form a loop (The 
situation is similar to the local minimum problem in 
gradient-based searching process). Therefore we take a 
similar approach to simulated annealing that the searching 
mechanism should explore the search space globally when 
the temperature is high, which means the search just begins. 
Specifically, the proposed algorithm floods network when 
the search time is low. We use the parameter n to specify 
that, within initial n search steps (hops), the search space 
should be global, relaying the query messages to all the 
peers. When the search time is larger than n, the algorithm 
then searches the network locally. In this case, the 
probability model that a node will relay a query message to 
the ith peer becomes 

( I - U ( f  -n) )+u( f  -n). p,(t,ot) . (2) 

In our design of the hybrid search, we limit nodes to 
relay queries only to one of its neighbors when the search 
radius is out of n. That is, if the number of links (neighbors) 
of a node applying the hybrid search is I ,  we define our 
forwarding probability model as 

We let p,(t,oi) in (2) to be 1 I I in order to make the 
search behaves as random walk since summation of (3) 
yields 1 when f 2 n. For example, we set n to be 3. If a 
node receives the query message at f = 2, then it forwards 
to all its peers. If a node receives the query message at f = 5,  
it  will randomly select one of its peers to relay the query. 
(On average, it behaves this way, or we can use a post-limit 

4. P2P network modeling and simulation 

We use simulations to evaluate the search performance 
of various search algorithms. To get convincing results, the 
simulation environments are based on real characteristics of 
Gnutella network measured by [17,21]. 

Although the methodology used in this work is static 
and the real peer-to-peer network is rather dynamic, the 
statistics of network sizes, node link degrees, and object 
replication and distribution are pseudo-static in the long- 
term view. Therefore, our static simulations would still 
catch the Features of various searching algorithms within 
the dynamic peer-to-peer networks. 

4.1. P2P environment setup 

In order for solid performance analyses of P2P systems, 
we have built a simulator, modeling a static P2P file- 
sharing system, embedded with different search algorithms 
to perform comprehensive analyses. Modeling aspects in 
this simulator include the modeling of Gnutella topology, 
peer tile-sharing behavior, peer query behavior, all of 
which are essential ones for critical performance 
comparison and breakdown. Topology modeling strictly 
follows the measured results in [17], which has suggested a 
topology of two-stage power-law distributions (Gnutella), 
other than the expanded network size. Note that we have 
tried network sizes from 1,000 to 200,000, all of which 
give similar results as long as the two-stage power-law 
distributions are followed. The resulting link degree 
distribution of 10,000 nodes is plotted in Figure 1 and the 
statistics of mean link degree are 6.05 with maximum 
degree of 199 and standard deviation of 13.09. The links 
between nodes (peers) are randomly connected and we 
reassure that every node is connected (has at least one link). 

To model the peer tile-sharing behavior, we assume 
there are 100 distinct objects with 100 replicas each, thus 
totally 10,000 objects in the network. These objects are 
randomly assigned into the 10,000 nodes, without 
duplicated sharing. The resulting cumulative density 
function (CDF) of the number of objects is plotted in 
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HopNum, and QueryHifs are the metrics that are used to 
judge the search performance. 

MsgPerNode is the total number of incurred query 
messages normalized by the NetworkSize during the search 
process, where Networksize is the number of nodes in the 
network. Coverage is the number of nodes that receive the 
query messages for the search. SuccessRafe is the chance 
that each search is able to return results successfully. 
HopNum abstractly represents the response time in which a 
search first finds the desired object (one-way count). 
QueryHifs is the count of query messages, which find the 
target object. 

Basically, these metrics address the performance issues 
from both network's and users' perspectives. From the 
network's perspective, MsgPerNode should be as low as 
possible in order to have the search scalable. From users' 
point of view, Coverage and SuccessRate should be as high 
as possible. In addition, users expect the search time to be 
short. A small HopNum implies the quick response time. 
As for QueryHits, one may think this factor is inappropriate 
since finding one target is functionally equivalent to 
finding many. However, returning multiple locations of the 
objects is essential since the multi-source download has 
become a standard leature of many successful file-sharing 
systems [S, 91. In addition, current file searches will report 
a hit just if the file names match. Whenever a file is 
downloaded, there needs confidence that the contents of the 
file are what is expected and advertised. If only one file is 
downloaded, a user has no information to verify the content. 
Downloading multiple targets allows users to use the 
matched algorithm [I91 to select the target with correct 
content. 

4.3. Simulation methodology 

We perform 5 different runs for four algorithms: 
flooding, random walk, expanding ring, and the proposed 
hybrid search. Since the search performance is relevant to 
the starting nodes, we randomly choose 1,000 different 
nodes to perform the search for each run. Totally, 5,000 
times of query searches are performed for each algorithm. 
Every simulation variable is randomly regenerated for each 
experiment. For random walk algorithm, we choose the 
number of walkers k (32) to be the same as [IO]. The 
parameter of n used in the proposed hybrid algorithm is 
chosen empirically to be 2. The T n s  of expanding-ring 
algorithm starts from one in the increment of one. The 
termination of flooding, random walk, and hybrid search is 
also via 'ITL. For each algorithm, we perform with 
termination TTLs from 2 to 10. Finally, the query 
distribution of the distinct 100 objects is random (other 
distributions give similar results in our simulations). 
Experimental results are shown in Table I. 

Figure 2, in which the characteristics resemble the ones 
measured in [21]. 25% of nodes, in  this graph, share 
nothing (this illustrates the facts that Gnutella has an 
inherently large percentage of free-riders in spite of claims 
of that every peer is both a server and a client), 35% of 
nodes share only one object, and only 1% of nodes share 
more than six objects. Finally, for simplicity reasons, the 
query behavior of peers is uniformly modeled: that is, each 
object is of the same popularity and thus randomly queried. 

Gnutella-Like Distribution: 10000 Nodes 

c 

t; Y 

5 t z 
IO0 I 

1 OD 1 o2 1 o4 
Node in Sorted Sequence (Log Scale) 

Figure 1. Link degree distribution of Gnutella topology 
emhedded in our simulator 

CDF of Number of Shared Objects 
1m ,-- 

lo: 00 1 10 

Number of Shared Objects 

Figure 2. CDF oftbe number of shared objects across nodes 
in our simulations. 

The more complicated modeling of peer behavior of 
various querykeplication distributions presented in [IO] has 
also been explored in our private experiments, but due to 
space limit, we only show and analyze the results of 
unifoduniform distributions (randodrandom), which 
actually capture the general behavior and give 
representative results. 

4.2. Simulation performance metrics 

In simulations, the simulator collects several statistics to 
evaluate the performance of various algorithms. 
Specifically, MsgPerNode, Coverage, SuccessRate, 
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to meet the needs of a user. Additionally, reliability is 
essential to a healthy responsive algorithm, demonstrating 
the ability to meet the commitments made to users. 
Therefore, Search Responsiveness (SR) measuring the 
responsiveness and reliability of a search can he defined as: 

SuccessUate 
HopNum 

Search Responsiveness = 

To capture the characteristics of efficiency, reliability, 
and responsiveness at the same time, we propose the 
unified criteria Search Efficiency as: 

Search Efficiency (SE) 
= Query Efficiency xSearch Responsiveness 

- - QiieryHirs x SuccessRafe 
MsgPerNodex ffopsNum 

Note SE describes objectively a relative performance 
measurement. We treat both the users’ satisfaction and 
network’s load equally important. When a search has two 
times higher SuccessRate, its SE will be two times higher. 
If an algorithm generates more MsgPerNode, its SE will he 
lower. 

5. Unified analysis criterion: search eficiency 

A good search algorithm must he scalable, efficient, and 
responsive. Looking at various metrics shown in Table 1 
can easily make one confused of how to choose the better 
search algorithm. Therefore, a unified cost function, which 
takes all factors into consideration, is important and helpful. 
In this section, we will propose a unified search analysis 
criterion to evaluate the quality of search algorithms in 
terms of scalability, efficiency, and responsiveness. 

A scalable and efficient search should not generate a 
huge number of redundant messages and waste the network 
bandwidth unnecessarily. In addition, efficiency of search 
means that the query messages generated during the scarch 
process should have a high hit rate (finding the target 
objects). Therefore, we define Query Eflciency (QE) as the 
ratio of QuevHirs to MsgPerNode: 

QueryHits - QueryHirs 
QoevMsg MsgPerNode 

Query Eflciency = - 

Networksize 

Another important factor of performance is Search 
Responsiveness, evaluating responsiveness and reliability. 
Responsiveness is the ability of a search to respond quickly 

Search Efficiency 

m m m 

(4 (b) (C) 
Figure 3. Search Eniciency (a), Query EfIiciency (b), and Search Responsiveness (e) comparisons of the four algorithms simulated 

in Gnutella network in terms different termination (initial) ‘ITLs 

6. Performance analysis 

Search Efficiency, Quety Eflcirncy, and Search 
Responsiveness of various search algorithms are shown in 
Figure 3, whose results ille calculated from the data in 
Table 1. The x-axes of the figure are the termination T n s ,  
i.e. the initial TTLs when queries start. The y-axes are the 
performance results (SE, QE, and SR) when a search 
finishes, that is, when the TILS drop to zero. Hence, one 
can view termination (initial) “ L s  in the x-axes as the hop 
counts or search time of queries since they are the same 
when a search terminates. From Table 1 and Figure 3(b), 
we  can see QE of flooding algorithm decays dramatically 

with respect to the search time since MsgPerNode grows 
exponentially and increases at a much higher rate than that 
of QueryHits. Additionally, QE of expanding ring falls 
below that of flooding. Since expanding ring algorithm 
stops searching whenever a target is found, Queryffits is 
low and the volume of redundant messages in the local area 
is high. However, QE of random walk remains almost 
constant when the search time increases. Although 
MsgPerNode grows linearly as the search time increases, 
QueryHits also increases. Therefore, QE of random walk is 
consistent regardless of the search time. From the figure, it 
is noted that QE of random walk is four times better than 
that of flooding. In the c a e  of the proposed hybrid search, 
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although QE will decay a little when the search time 
increases, it remains constant since its long-term dynamic 
behavior is similar to that of random walk algorithm. 

From Figure 3(c) of SR, we can easily see flooding 
generates the fastest response since it aggressively sends 
the query messages. It is not surprising to see SR of 
random walk gives the slowest result. From this figure, it is 
interesting to know that the speed of flooding is about 2.4 
times faster than that of random walk. The proposed hybrid 
search returns the query results promptly sincc it searches 
the network globally when the search time is less than n. 

The overall performance (SE), as displayed in Figure 
3(a), can be obtained from the multiplication of QE and SR. 
Although random walk has the best QE performance, the 
performance of SE is not satisfactory because of the low 
SR. SE of tlooding is high in the short term. It, however, 
decays dramatically due to the huge number of redundant 
messages when the search time increases. Thc proposed 
hybrid search gcneratcs robust SE since it inherits the 
advantagcs from both flooding and random walk and 
performs relatively consistent performance in both QE and 
SR aspects. By these obscrvations, we conclude that 
flooding is a responsive algorithm and random walk is an 
efficient one. Hybrid search, on the other hand, 
incorporating the strengths of both, is the most robust 
among the discussed algorithms. 

7. File-to-node distribution 

In the previous experiments, tiles (objects) arc assigned 
to nodes randomly regardless of a node’s capability. 
However, in real Gnutella network, it is reasonable to 
assume the number of shared files in a node depends on the 
node’s capability. For example, the nodes with higher 
bandwidth have better capability to share more files. One 
of the most popular p2P systems, KaZaA [22], uses 
“Participation Level” to encourage users to share more files. 
With higher values of Participation Level, the user has the 
privilege to get more and better search results. Therefore, 
the nodes with higher bandwidth will attempt to share more 
files in order to get better search results. In order to explore 
this property and get more convincing results, we introduce 
the idea of “file-to-node” distribution and perform 
simulations, whose settings are the same as Section 4 
expect this proposed distribution, to obtain the data for 
analysis. 

7.1. Formulation of file-to-node distribution 

In the following experiments, we model the bandwidth 
of a node to he proportional to its link degree. Hence, the 
number of files Y sharcd by a node i with the link degree of 
I can be described by the following equation: 

vi a 1;s s = 1 , 2 , 3  ...... 

s = l , 2 , 3  ....__ 

where N is the number of nodes in the network and the 
parameter s controls the extent of how the number of 
shared files v is proportional to the link degree 1. Based on 
this formula, there are 55.7% of nodes to be free riders for 
s =1, 33.7% free riders f o r s  =2, and 24.9% fo r s  =lo.  Total 
number of files is raised to 14,000, compared with the 
setting in Section 4. Figure 4 plots the CDFs of shared tiles 
f o r s = l , Z , a n d I O .  

CDF of Number of Shared Obiects 

I 4 ; ’ ” ’ ~ ’ ’ ’ ’ ’ ’ ”  i o  im 
Number of Shared Objects 

Figure 4. CDF of the number of shared objects with respect to 
the nnde percentage for s = 1,2, and 10 

Search Efficiency Comparison 

-4- random walk 
-E- hybrid 

01 2 3 4 5 6 I B 9 10 

Power Wder s 

Figure 5. Search Efficiency comparison in different file-to- 
node distributions (s = 1 to 10) with TTL = 5 

7.2. Search performance analysis 

When we modify the simulator according to file-to-node 
distributions, the files are not randomly distributed over the 
network anymore, and QireryHifs is no longer linearly 
proportional to Coverage as shown in Table 1. Using only 
Coverage to evaluate the performance of a search 
algorithm will easily jump to the biased conclusion that a 
search algorithm should try its best to visit every possible 
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huge number of free riders. The reason why random walk 
has great QE may he suggested by Figure 7, in which we 
analyze the link degree distributions of the visited nodes 
for the three algorithms when termination TTL is set as 5. 
Besides, it shows the distributions, normalized by the 
numbers of visited nodes, not NetworkSize. This figure 
demonstrates the effect that random walk tends to visit 
nodes with higher degrees, thus having better QE than 
flooding. Since the proposed hybrid algorithm inherits the 
dynamic characteristics of random walk in the long term, 
its QE is shown to he satisfactory although not as good as 
random walk. Due to the lack of studies about the choice of 
s, we can not conclude which one of  hybrid or random 
walk is better in  terms of SE. However, it is true that 
random walk performs well when file distributions are 
clustered in high connection pcers. This may be a hint for 
our future work. 

node in order to generate satisfactory results. This is not 
true if we look at the simulation results of Figure 5, which 
shows the simulation results of different file-to-node 
distributions (s = 1-10) for the three search algorithms. 
From Figure 5 ,  it is not surprising to note that the search 
performance of flooding is independent of how the files are 
distributed. However, it is interesting to learn that random 
walk shows outstanding search performance when the 
cluster effect (the number of tiles distributed based on the 
link degrees of a node) is evident. To further analyze the 
effect, we plot the performance metrics in  Figure 6 for the 
case of s = 2. We  notice SR of random walk shows about 
50% improvement when compared to results of Figure 3(c) 
in the case of random distribution. Besides, it is noticeably 
clear that random walk shows excellent QE. This 
phenomenon suggests that random walk algorithm is likely 
to visit the high-degree nodes despite the existence of a 

Search Efficiency Query Effciency Search Responsiveness 
m, , , , , ,  ,, lm, , , , , , . , , O % ,  , , , , I . I I 

Figure 6. Search Efficiency, Query Efficiency, and Search Responsiveness comparisons of the four algorithms simulated in 
Gnutella network with the Iile-to-nude distribution of s = 2 

Node LinkDoSrees 

Figure 1. Link degree distribution of traversed nodes for the three algorithms with termination TTL = 5 
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8. Conclusion 

In this paper, we propose a hybrid search algorithm 
combining advantages of existing search algorithms. 
Based on the concept of simulated annealing, hybrid 
search traverses every possible peer in the local as 
soon as possible, and keep a limited traffic on the 
global. Therefore, high users' satisfaction can be 
guaranteed without impacting the whole network, 
therefore providing a robust and scalable solution. 

W e  also propose a performance evaluation criterion, 
Search Eflciency, to measure scalability, reliability, 
and responsiveness of search algorithms on a unified 
basis. From simulation results, our hybrid scarch 
outperforms other search algorithms. It inherits the 
high pcrformance of Ilooding in the local and keeps 
the consistent perI"ormancc of random walk search in 
the long term. Furthermore, thc proposed algorithm is 
simple in design and implementation, so that it can be 
easily incorporated into cxisting unstructurcd P2P 
systcms. 
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Table 1. Performance data for the four discussed algorithms simulated in the Gnutella network 
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