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Abstract

Consumer networks have been considered as ar rdayelopment direction of future
wireless communications. Many advanced wirelessnconication technologies are gradually be
applied on consumer networks. Therefore, consureénvarks will become one of the most
important application areas of wireless communicatechnologies. In this integrated project,
we focus the research and discussions on threeriampdopics in consumer networks, and three
subprojects are included.

1. The mechanism of quality of service (QoS) contnot@nsumer networks. (subproject 1)

2. Software defined reconfigurable platform falegrated multimode modem. (subproject 3)

3. Adaptability and re-configurability of radio €lgn to operate in co-existence multi-standard
environments. (subproject 5)

We also propose an implementation prototype of lesi®e multimedia transmission over
OFDMA system based on 802.16e, and which can bé ase platform for the realization of
developed theories. Abstracts of three subpropetgollowing.

Subproject 1:

The demand for networked consumer systems andeteisdarge and growing rapidly. At
home, in a car or truck, at work or at play, Intdroitizens want transparent internetworking for
the systems and devices that provide entertainnm@tmation, and communications. In order
to meet the quality of service (QoS) requirememtdovariety of multimedia services, proper
QoS mechanisms are urgently required.

In this two-year project, we aim to propose mecs@si that enable QoS for consumer
networks adopting a variety of wireless technolsgiacluding WiMAX, UWB, and multihop
WLAN. A cross-layer approach is adopted and theauassof scheduling, radio resource
management, and medium access control are addiessed on our previous results.

Subproject 3:

Modern electronic consumer devices are widespressl today. We can expect that
consumers will own more and more devices and apg@s that depend on an effective
connection with the outside world for its propendtion. Wireless communication technologies
that can provide high data-rate and high reliabdite very suitable for such demands. In the last
year, we had investigated both WiMAX and IrDA syste In the project this year, we focus on
the performance enhancement of wireless infrarguhtdogy.

IrDA (Infrared Data Association) connection techowyl is a good candidate for future
consumer network. In the project last year, we bBadmined IrDA-based systems and their
system performance. We had shown that SC-FDE (Siogirier modulation with frequency
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domain equalization) is a technique suitable farcahp communication systems using intensity
modulation with direct detection (IM/DD) in the gence of additive white Gaussian noise. We
derived the performance when SC-FDE and pulse ipnsihodulation (PPM) are adopted to

combat ISI for IM/DD channels. Such a system enjbgsaverage power efficiency of PPM and
the low complexity equalization of SC-FDE. Follogithe result of the first year project, we

keep studying on the IrDA systems that can protwidbeer data-rate support.

Very Fast Infrared (VFIr) was promoted by the IrD# data rate of 16Mb/s. VFIr adopts
HHH (1,13) code (a kind of run length limited/RLbde) to avoid ISI problems. However, such
transmission rate cannot satisfy the demand of nounsemodern applications. Another protocol
UFIr (Ultra Fast Infrared), which is in developmenill provide data rate up to 100Mb/s. To
achieve such high data-rate transmissions, wide-lsagnals will be used. Then the effect of
component and channel induced inter-symbol interfee (ISI) will become more and more
crucial and cannot be compensated easily only byldbide's property. Therefore, one may
introduce an equalizer to deal with ISI problenmcsi the ISl-avoided property of HHH code
does not work anymore. The goal of this year igravide solutions to deal with ISI problems.

In this project, we examine several possible apgrea to deal with ISI problems in IrDA
RLL-coded systems; joint equalizing and decodinghmés for such systems are also discussed.
Since the computational complexity of optimal jonmeceiver is quite high, we also provide
sub-optimal algorithms, which are directly modifiésdm the soft-decoder for HHH code
without increasing the number of states of the dmgptrellis. The simulation results show that
our algorithm does yield good performance. Basedwrsub-optimal algorithm, we provide the
corresponding code design criterion so that théopmance penalty can be further reduced.

Subproject 5:
In the project of Consumer networks, the term

womer networks” is promised to deal with
multiple standards operating in the same frequéxacyd, either within the same device or with a
radio range. Among many potential wireless netwatksidards, OFDM WLAN, WiMAX, and
UWB using multi-band OFDM are selected to be diseds

Because that these three systems are based on @debNique, there is a need to analyze the
non-ideal characteristics of such technique. Phage is the main issue in OFDM technique. In
this subproject we build up the model of phase en@sd estimate the phase noise in uplink
OFDM/OFDMA.

Besides, we discuss the connectivity layer of systechitecture for consumer networks.
Plenty terminal equipments capable of wireless eofivity may construct wireless ad hoc
networks under the situation of none infrastructiNedes in the wireless ad hoc networks are
required to conserve the limited battery life witinimized transmission power. In addition, the
wireless ad hoc networks are required to be coerdeth order to control the topology structure
in a power-efficient way, the discussion on relasioips of the best transmission distance (or

5



transmission power), the coverage of the servicenatwork connectivity is given.

This report is presented by integrating theaesh results of three subprojects.
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In this two-year project, we aim to propose mecs@si that enable QoS for consumer
networks adopting a variety of wireless technolsgiacluding WiMAX, UWB, and multihop
WLAN. A cross-layer approach is adopted and theauassof scheduling, radio resource
management, and medium access control are addiessed on our previous results.

In this year (i.e., the second year), we proposeatexadaptation mechanism for adjusting
the modulation scheme of layer-encoded video streaprovide multicast video services over
UWB systems. The purpose of the work is to prowddast adaptation scheme while minimizing
the computation complexity of the video server wiiters the multicast video services. We
further propose a location-independent schedulieghanism (LISM) [1,2] that may work on
top of Ripple [3] to resolve the location-dependent throughputbfem for multihop WLAN
systems. We further extend the concepRagdple and proposed a new medium access control
(MAC) protocol, named IWTRP [4], for a ring topokpdViost of the results have been presented
in IEEE conferences and some of the proposed meshanare being implemented in a
micro-controller.

The work presented in this year is an extensioausfprevious work. In the last year, we
have developed a dynamic rate selection (DRS) setfemadjusting the modulation scheme of
layer-encoded video stream for providing multicagteo services over WiMAX systems.
Different to the rate-adaptation mechanism propdsetd WB, the main purpose of the proposed
rate-adaptation mechanism is to maximize the paffthe network operator while guaranteeing
the QoS of video services for users located withennetwork.

In our previous work, we also proposed an enhal&@ protocol [3], namedRipple to
enhance the attainable throughput for tree-basellinmp WLAN networks. The multihop
WLAN, also known as WiFi mesh network, has beenddadized by IEEE 802.11s and aims to
provide service for residential, office, campus/ocommity/public access network, public safety,
and military application environments. The follogidescription identifies the main issues of
wireless networking for residential application.

‘In the digital home usage model, the primary psgmfor the mesh network are to create
low-cost, easily deployable, high performance veisslcoverage throughout the home. The mesh
network should help to eliminate RF dead-spots arghs of low-quality wireless coverage
throughout the home. High-bandwidth applicationshsas video distribution are likely to be
used within a home network, thus high bandwidthfquerance will be very important for
residential mesh networks. The most demandingeuséadpandwidth in the mesh network is
expected to come from device-to-device communioatidthin the home, e.g. multi-media
content distribution between different deviceshiea home. Mesh Points and Mesh APs may be
implemented in dedicated AP devices, PCs, and bagidwidth CE devices with line-power
supply such as TVs, media center devices, and gamsoles. STAs may be a combination of
computing devices such as PCs, laptops, and PDEs]&vices such as digital cameras, MP3
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players, DVD players, and home automation deviceh @s control panels. In the short-term
(3-5 years), the home network is expected to comdis small number of Mesh APs/Mesh
Points that are primarily dedicated devices or BC#e longer-term (5+ years), a larger number
of CE devices are expected to become Mesh APs/Mesits, increasing the size of the mesh
network over time. Some devices (e.g. battery ped/€E devices) may be capable of operating
as Mesh Points but require more conservative uspowafer than AC-powered Mesh Points.
These low-power devices may optionally require MBsimts to choose not to forward packets
for other nodes in the network or to support a dowele with lower duty cycle to conserve
energy. A mesh network should be self-configuriogaiow easy installation by non-technical
consumers and ongoing operation without system @idtration. Mesh Points and Mesh APs
may need to be configured as bridges to other Liitisin the home, including, but not limited
to, legacy Ethernet LANs, 802.15 WPANSs, and legé@2.11 WLANs. As mesh deployments
become more popular in the future, the coexistesfcenultiple mesh networks deployed in
neighboring homes of dense residential complexesh(as apartments and neighborhoods) will
become an important factor for network performamesidential home networks must be able to
coexist with other mesh networks and BSS netwomslayed in nearby houses. This may
require dynamic, self-configuring adaptation of B#tings such as channel and TX power for
effective radio resource sharing. This also mehasresidential network deployments will often
have multiple overlapping security domains, reaqugjri security protocols to protect
communication from malicious users that may overkesa transmissions. [5]’

The description mentioned above was defined inTtBe usage model [5] for the residential
environment. It can be found that the consumer ogtwhares the same vision as that of mesh
network in such an environment. Hence, we decidextend the scope of the project and further
develop QoS mechanisms based on this new technology

. & a2 3%

There are three methods proposed in this projeloe flrst method is a dynamic rate
selection (DRS) scheme proposed to support rea-tilsleo broadcasting services for consumer
networks adopting ultra-wideband (UWB) technolo@lle DRS scheme aims to maximize the
average quality of clients by adjusting the modafascheme of UWB according to the location
distribution of clients. The computation complexity the DRS is then further reduced by
utilizing the characteristic of DRS. Simulation utis demonstrate the effective of the proposed
scheme in various conditions. Details of the DR lv@ elaborated in the remaining part of this
section. The second method is a location-indepdnstdreduling mechanism (LISM) [1,2] for
resolving the location-dependent throughput probfemmultihop WLAN systems adopting a
tree topology. Details of the analysis and the iappbn of the LISM can be referred to the
Appendix A and B. We further proposed an improveceless token ring protocol (IWTRP) [4]
for multihop WLAN system adopting a ring topology.

In the following, we will briefly describe the basconcept of the dynamic rate selection
(DRS) scheme. We consider MultiBand-Orthogonal &esgy Division Modulation
(MB-OFDM) based USB system. The supported dataaratiemodulation scheme of MB-OFDM
is listed in Table 1.



Data Rate| Modulation | Coding Rate Frequency-DomaJin Time-Domain

(Mb/s) Spreading (FDS) Spreading (TDS)
53.3 QPSK 1/3 Yes Yes

80 QPSK 1/2 Yes Yes
106.7 QPSK 1/3 No Yes

160 QPSK 1/2 No Yes

200 QPSK 5/8 No Yes

320 DCM 1/2 No No

400 DCM 5/8 No No

480 DCM 3/4 No No

Table 1. The supported data rate and modulatioanserof MB-OFDM.

BP Data Transfer Period (DTP)

BP: Beacon Period
PCA: Prioritized Contention Access
DRP: Distributed Reservation Period

Fig. 1. The super-frame architectureMB-OFDM MAC.

At the MAC layer, time is divided into super-framéth fix-duration. Each super-frame
consists of a beacon period (BP) and a data tnapsféod (DTP), as shown in Fig. 1. The BP is
used by the stations to announce its schedulirggnrdtion. Each station may also estimate the
signal quality of the other station and select appr data rate based on the signal strength
received in BP. DTP is used by stations to tranéineitr data packet. Both contention-based (i.e.,
PCA) and reservation-based (i.e., DRP) channel sscamechanisms are supported by
MB-OFDM MAC.

In this project, we focus on the multicast videovgees in residential environment adopting
UWB transmission technology, as shown in Fig. 2 Video server is assumed to adopt scalable
video coding that can encode the video streamsseneral layers, which includes one base layer
(BL) and one or more enhancement layers (ELs). &ties the fundamental information of the
video stream and the remaining information is earby the ELs. The receiver may have a better
video quality if more enhancement layers are dedobi®te that, in scalable video coding, the
information carried by higher layer cannot be ested if the lower layer information is

corrupted. As illustrated in Fig. 2, in the resitd@nenvironment, the signal quality of a receiving
10



consumer electronic device is highly dependent®reiative location to the video server. Hence,
different devices may have different signal-to-eeiatio (SNR) and packet error rate (PER) if a
single modulation scheme is adopted. Hence, foh déayer, the video server may choose a
proper modulation scheme (or, equivalently, thednaission rate) to transmit its packets such
that the average video quality experienced by fllhe devices could be maximized. In the
residential environment, each consumer electroewiceé may be portable and thus, the location
of the device may be changed during the serviceogheHence, the transmission rate of the
server for each layer shall also be changed owes.tAs mentioned, in MB-OFDM, the video
server can acquire the signal quality of each @ewod adjust its transmission rate in a
frame-by-frame basis. In order to achieve the Ipestormance, the video server may need to
adjust the transmission rate frequently, which Itesin a high computation complexity.
Therefore, a dynamic rate selection (DRS) schenpeagosed for the video server to adjust the
modulation schemes for each layer but with redwoedplexity.

DRS relies on the location distribution of the igoey devices, which can be estimated
based on the signal qualities transmitted in BRe Tifost robust modulation scheme is used to
transmit packets belonging to the BL in order targmtee the minimum video quality for each
device. For simplicity, a single EL is assumed mesnd the result can be easily extended to
accommodate several ELs.

Fig. 2. A scenario demonstrates the multicast velwgice in residential environment.

Consider a real-time video stream that consists pércent of BL and (1a) percent of EL,
wherel>a>0 and it can be estimated based on the type obvsebeirce or set by the video
encoder. It is assumed that.f (unit: Media Access Slot, MAS, which is 2f6ec in length and
is the basic allocation time interval defined by MMEDM) is the maximum time reserved for
the video for its real-time multicasting servicapgaB,, (unit: bits) is the amount of video stream
to be transmitted in a super-frame. Denote SNiR the signal-to-noise-ratio (SNR) of the c-th
user measured by the video server from the BP efiith super-frame. With the above
mentioned information, we may select a proper matthh scheme for the EL. A robust

modulation scheme requires more time to transmip&tkets but enables users with poor SNR
11



to decode the packets. Note that, the total trasson time required by BL and EL should be
less than Fax As mentioned, the SNR of the devices may be atdoger time and thus, it leads
to heavy computation complexity if we want to dymeatly select the proper modulation
scheme based on the up-to-date information of {gNBue to the nature of the residential
environment, the users may not change its locatipidly. Hence, it means that we may use the
past information to reduce the required computatioselecting a new modulation scheme.

The coverage area within which a user can corra#iyode a message transmitted by a
given modulation scheme can be derived based orSMNR requirement of the modulation
scheme and the path loss propagation model. Dévigtés the number of users in region j at
super-frame |, where the region number is defimedable 2. Note that |\ can be estimated
from the SNR. directly. Hence, the DRS aims to find the prop&dmation scheme such that
the average signal quality is maximized under tbastraint of T, The DRS can be
implemented based on a lattice diagram shown inFighere are some decision thresholds that
need to be computed. In each super-frame, the \adbeer shall examine jMfor j from 1 to 8.
Details regarding to the updating of the threshaldd the decision algorithm can be referred to

[6].

Region (j) 1 2 3 4 5 6 7 8
Maximum
Attainable
Transmission Rate| 480 400 320 200 160 106,/ 80 53.3

(Ruax,;)(Mbps)

Number of users in

. . Mi1 Mi 2 Miz Mi4 Mis Mie Mi 7 Mig
the j-th region

Table Z.Mi,j
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Rnf_ BL;

480
Y Y Y Y Y Y Y
400
Y Y Y Y Y Y
320
Mi,4 Mi‘ﬁ I‘\"Ilii,ﬁ Mi,? M\,B Mbps
Y Y Y Y Y
200
Y Y ¥ Y
160
Y Y Y
106.7
Y Y
80
""‘-B Mbps
Y
533
Mbps
Y Y Y Y Y Y Y Y
Y N S ) S S

Fig. 3. A lattice diagram proposed for dynamic isg&ection.

[, %5t 313
The performance of the proposed DRS is shown in&i§ can be shown that the proposed

lattice diagram approach may significantly reduoe amount of computation up to 25% when
the number of moving clients is large.
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250000
-+ TRS
- ®---DRS w. reduced comp. complexity =
200000
*
22 150000 . -
"(:EUL = w7 -
' 100000 — e
‘ . .
50000 i e
.- -.-
&
O 1 1 1 1
0 2 4 6 8 10
Moving clients
Fig. 4. The performance of DRS.
Cell radius 21.57028 m
Max. number of receivers 10
Location of the receiver Uniformly distributed wirtithe cell
Mobility model random waypoint model with 8 diremtis
By 10 Mbps x 6553fus
a 0.7
Speed of the receiver uniformly distributed betwBénto 1.5
m/s,
Table 3. Simulation parameters.
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The Infrared Data Association (IrDA) defines phgsicspecifications communication
protocol standards for the short range transmissibrdata over infrared light. IrDA is a
short-range optical communication technique andften used to transfer data with the PC. It
claims the cheapest to implement, the smallestze, &nd the most power friendly wireless
technology. It is also very secure due to the bisight nature of infrared.

A standard called Very Fast Infrared (VFIr) was mpated by the IrDA for data rate of
16Mb/s [1]. UFIr (Ultra Fast Infrared) protocol thaill provide up to 100 Mbit/s is also in
development. Unfortunately, with the increase dhdate, the effect of component and channel
induced inter-symbol interference (ISI1) becomesaramd more pronounced. To deal with such
problem, VFIr adopts a modulation code HHH (1,1&)e; which is a run length limited (RLL)
code of coding ratB=2/3 and ¢,k)=(1,13), to achieve the specified data rate [1¢. Wil explain
the @,K) constraint in the next section. This code overesithe ISI problem by thekconstraint,
which guarantees for at leasempty chips between chips containing pulses irirdresmitted IR
signal so that the decoder can compensate thdf&st wiithin two-chip width.

However, this approach fails for signals occupymgre bandwidth. To enhance the
robustness of indoor IR against ISI, one possildkit®on is to adopt RLL with stronger
d-constraint. But increasing will lead to much lower coding rate because we putre
constraint on the selection of the codebook. Ano#pproach is to introduce an equalizer in
front of the decoder to compensate IS effect. ExXes of various equalizers can be found in
many literatures [2][3]. In this report, we willdas on techniques combining equalization and
decoding together in HHH-coded system.

. =5 %R

A. RLL Sequences

Run length limited sequences [4] have played ark&yfor increasing the storage capacity
of magnetic and optical disks or tapes. HHH (1d&)e used in VFIr is a kind of RLL sequence
and is adopted in the IrDA specification. 4, (§ RLL sequence satisfies the following two
conditions:

2 d -constraint: two logical "ones” are separated byraof consecutive “zeros” of length at
leastd.

2 k-constraint: any run of consecutive "zeros” is ofgth at mosk.

B. Recommended Encoder/Decoder in IrDA-VFIr Mode

The encoding of the HHH (1,13) code is defined kstade transition table, which can be
implemented as a set of encoding Boolean equatiorss.we define some signal vectors
for the HHH encoder:

16



Data mput: D = {dy,dy}

Present (inner) state:  S;,.er = {51, 52,83}
Next (1inner) state: N = {ny,nq,n3}
Internal data: {B1, By, B3}
= {{bl.bg}. {bg.b;;}. {bn.b@}}
Codeword: C ={ey, 0,03}

In every encoding cycle, these vectors are updagddllows:

By~ By «— B3~ D (D

a
S inner

The components dfl andC are computed by Boolean equations defined in [@llowing the
encoding rules defined in [1], one can notice tHand C are independent d), and the data
input D will affect the encoding output at next encodingleyaccording to (1).

For the HHH decoder, a simple decoder is providettié appendix in [1], and it also can be
described by some boolean equations.

[11. Equalization for HHH-coded systems

In IrDA standard, HHH (1,13) code is introducedctumpensate the ISI effect. This idea
works only when the channel dispersion is limitathim 2-chip duration; this approach will fail
for higher data-rate requirements. However, HHHecal not only adopted to overcome the
problem caused by ISI, but it also has good proggeswhen considering issues such as power
efficiency and clock synchronization [5]. Hence weep the code structure and additionally
introduce an equalizer to deal with ISI problemsve3al types of equalizer can be found in
literature. One of them is based on the maximumlilood sequence detection (MLSD)
criterion [2], which vyields optimal performance i8l-channel with additive white Gaussian
noise. ISI-channels are often described by FIR nsodde input output relationship of such FIR
channel can be represented by a finite-state mad8M). Then the Viterbi algorithm can be
applied to find the optimal solution. For an FIRanhel ofL taps, the corresponding finite-state
machine (FSM) has B(1) states. We can take advantage ofdkémitation of RLL codes to
reduce the number of states on the trellis. For HH.3) code, not all of the2” states could
happen. For example, far= 7, there are only 21 possible states; the nurobstates is about
1=3 of that in the conventional Viterbi equalizer.eT$tates having successive 1s never occur for
HHH (1,13) code. Hence the number of states fal, & (RLL-coded system is equivalent to the
number ofdk-limited sequences (defined in 2.1) of lengtk (L,1). It can be easily proved [4]
that the number of possible staisfor a @, K RLL-coded system in an ISI channel of taps
n+ 1, can be calculated by:

(n+ 1, 0<n<d+1
Pn.—l + Pn—d—l- d+1 <n< k
I
P,=X d+k+1—-n+> P,_i1, k<n<d+k

i=d

k
> Ph_i—1. n>d+k

\ i=d
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V. Soft decoder

Since the encoding of the HHH (1,13) code is defibg a FSM, we can use a trellis to
describe the encoding process, and then the Viwdarithm can be applied to achieve ML
decoding performance.

HHH (1, 13) code can be represented as a 128-state timdanv trellis code. For each
state, we need 7 registers to record followingrmfation: inner-statedl, 2, 3} and past input
data bits 1, b2, b3, b4}. Notice that, according to (1), the vect®8 = {b5, b6} is just the
delayed version of the data input vedibrHence we can tre®3 = {b5, b6} as the state input
when describing the FSM structure, with one enapdiycle delay. In the following discussion,
we call the 7-bit statesB, 2, sl, b4, b3, b2, bl} an “outer-state” to make it distinguishable from
the 3-bit “inner-state”. The codewora, c2, c3} and next inner staten{, n2, n3} will only
depend on the coming input bits and the outer-state

V. Optimal joint equalization and decoding

Some works had proposed to perform equalizationdambding jointly. For joint MLSD
(JMLSD), one can apply the Viterbi algorithm on theer trellis describing the cascade FSM of
encoder and FIR channel. The number of statesperupounded by the product of the states of
the two FSMs. The super-state may be written asféinim:

(F.pasf. {45‘1.45‘2. .‘33}~ {{)1.1)2. 153. b_l}J

where C_..denotes the past code-bits contributing ISI. Algjiowwve need to record additional

past

past code-bitsC we still can take advantage of tbk-constraint to reduce the number of

past’

states. For example, the past code-bit sequetige cannot have a subsequence with

consecutive 1s so that we can cancel some illegignms. Similar method is also mentioned in
[6] to form a combined trellis. The number of stateay be further reduced in some ways [7],
but this is behind the scope of this paper. We taklte the performance of this optimal receiver
as a baseline to compare the performance of oth#rauds in the following discussion.

VI. Sub-optimal joint equalization and decoding

In the previous section, we had discussed the tsmeicof JMLSD receiver. The
performance of such a receiver is optimal; the iaimg problem is the receiver complexity. The
combination of code plus multi-path forms a “supele’ and the Viterbi algorithm needs to be
operated on the corresponding “super-trellis”, whlieads to large complexity. Hence we seek
for some algorithms having lower receiver complexvith only slight performance penalty. In
this section, we provide some sub-optimal algorghoperating on the encoding trellis of the
original HHH (1,13) code.

A. Sub-optimal Algorithm |
The first proposed sub-optimal algorithm operatastiee encoding trellis mentioned in
section 4. The number of states is independeriteofeingth of channel response even when ISl is
considered. Basically we apply the conventionaktti algorithm [8] on this trellis, but each
state/node additionally needs to record the ISIrmftion causing from the past code-bits. Let
" denote the received sequence an@) denote FIR-channel output sequence with input code
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sequencec = (C,,C,,...,Cy_, ) Which is of length B (sincec, ={c,,C;,,C, }). For optimal joint
EQ and decoding, we are going to find a patt , where ¢ is encoded from a information
sequenced, to minimize the Euclidean distance betweenand v(C ). The Euclidean distance
is our metric and it can be written as

N

—1
M7 @) = > |17 — %)% (3)

=0

We can express a partial path metric for the filmanches of a path as
t—1

M7, #(&)]—y = Z 17 — T (2)]]2. (4)
e=0

We denote the vectov, (S, S; ) which begins from stat8i and ends with stat§ , as a partial
sequence of v(C ). The vector V,(S,S;) is determined by current code-bits
¢, ={c,.Cy4.C,,} and past code-bits in previous staggés, fori = 1,...(t-1). We collect the
contribution of past code-bits tg,(S,S;) into a newly defined ISI vectop,, (S . At thet-th

stage, we define the ISI information vector (caggiom the past code-bits and current codebits
C) P(S,S;) from stateS to state§ by:

Be(Si, S5) = [po,p1s - - P(L—2)]15(L—1)- (3)

This vector p,(S,S;) is a function of,_,(S ) and Vv, and is calculated successively. At the

beginning of transmissionp_ (S,S;) is a zero vector for all possible beginning s&itelhere

are several possible branches entering the Satéut only one of them can be the survivor.
Among all possible branches entering the sgtdf this branch §, S) is the one with smallest
partial metric, which is defined in equation (4)em we call this branch the survivor of st§te

and the surviving ISI information vector, definesl @ (S;), is assigned byp,(S,S;). This
vectorp, (S, ) is used to calculatev,,(C pf the next stage, and it may affect next several

stages, depending on the level of channel disperSimce the newest code-bit in stdage ct2
and this bit will cause ISI to next{1) bits, the length ofp, (S,S;) is (L -1).

Next we discuss the rule of calculating(S,S;) and p,(S,S;). Define the discrete

time-variant channel responsehas[h;h,,...,h, ,]. Consider the branch from stafeto § with
branch output codeword, ={c,,c,,,C, htt-th stage and assume that the surviving ISI vector
of stateSiat stagetfl) is

Ti1(8:) = [Tos.Las cios I;_s]. (6)
The vectorV,(S,S;) is determined byc, ={c,,c,;,C, }and the code-bits in the previous
stage C,_;, fori = 1, ...,(t-1). We have already collected the ISI contributiddpast code-bits to
Vi(§,S;) into the surviving ISI vectorp,,(S .)Then V,(S,S;) can be computed by

5 T
Crno- o + II:I

e 5. S50 = 1| eu chg+ - hy + 14 N
':'t'.'! - .I;;'D + ':'tl - .I;;'l + "“:'I:I - .l;;'z + .I!ra

The ISI information vectorp, (S ,S;) can be calculated by
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Te(S:, 55) = d+ cw - Go + ¢ - 1 + o2 - o, ()

where
g = [ Is. ..., Ip_a, 0, 0, 0 ]
o = [ ha, ... hp_a, hp_q, 0O 1] ]
'f]_"l = [ -'1.!2. J':i'L_3. J':E'L_-g. -'1-!L_1. ':1:' ] ’
-f:rr.z = [ -'1-!1. veen Np_g. Np_13, -'1-!L_-3- nr_1 ]

The first term in equation (8)¢, is the ISI contribution due to past stages, dwdrest is the
contribution from current stage.

Here we summarize some key steps of our algorithfolbows:

1. At timet = mT= 3mTc(whereTcis the bit duration), compute the partial metrictfee single
path entering each state.

2. Increasd by a time uniflT. Compute the partial metric for all paths enterngtate by adding
the branch metric entering that state to the metrithe connecting survivor at the previous
time unit. Additionally, compute the ISI informatiosrector according to (8). For each state,
compare the metrics of all possible paths entettiag) state, select the path with the smallest
metric (the survivor), store it along with its metand its ISI information vector, and then
eliminate all other paths.

3. Repeat step 2 until reaching the end of theetrillis.

B. Dmin Pattern
The minimum free distand@min of HHH (1, 13) code is 1. We define tlmin pattern € as

{= (il — ¥)| minw(id — 7), i # 7}.
The functionw(.) returns the Hamming weight of the input segeenectorst and v are
segments of codewords and they diverge from thee sdaieS and then remerge with the same
state§ . SinceDmin = 1, the support ofé contains only one element, definedA{¢ . By
computer search, we notice that for all possiBlef length less than 15, the non-zero element
never occurs in the first several code-bits. Tdblests all possiblddmin pattern~e for partial
codeword length= 15. In this table, the stat&sandS are of decimal representation converted
from {s3; s2; s1; b4; b3; b2; bl}. We list one example for each possiblenin pattern €. It's
interesting to note thati(é >) 4.

Let us examine why algorithm | is not optimal. Cioesing the codeword segment pair
(u,v) with Dmin, the difference always happens at the tail partioind v. Once the nearby
path is selected, incorrect ISI information will passed to the next stage. This concept can be
understood more clearly through figure 1. Two pdnppiaths with € = [000000001] 4(€ ¥ 8)
are shown. The ISI information vector must be inectr if an error path is selected since the
code-bits at the remerging stage are different loesd two paths. Oppositely, i€ =
[100000000], the ISl information can be presernfgde number of channel taps is less than 10.
Here we define a new term, namedtbigrable zone Z:
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Zy = min [I(€) — A(&)] — 1, ©)

wherel(€) is the length ofé. This term stands for the largest tolerable zdwa¢ KSI can affect
so that the past ISI information is still correger if a nearby path is selected (a survivor) and
other ISI information is eliminated. Thedy can be a good metric to judge if our sub-optimal
algorithm is suitable or not for a certain codeeidiore, we will prefer a certain code that has
Dmin pattern with large&Zy . However, HHH code does not meet our requiremecabseZr = 0.

(S S)); D,,in pattern (55 57); Dy pattern
length length
(45,16); length =9 000 001 000 (52,16) ; length = 15 | 000 000 000 100 000
(12,16) ; length=9 000 000 100 (20,16) ; length =15 | 000 000 000 010 000
(12,16) ; length =9 000 000 001 (0,16) ; length = 15 000 000 000 001 000

(20,16) ; length = 12 000 000 000 100 (20,1) ; length = 15 000 000 000 000 100
(20,16) ; length = 12 000 000 000 010 (20,1) ; length = 15 000 000 000 000 010
(0,16) ; length = 12 000 000 000 001 (20,1) ; length = 15 000 000 000 000 001

Table 1. All possible D,,,;,, patterns with length < 15.

100,0000 }~Y218 100,0000
01" 2

MY/ 100
0.6,0.4,0.2

channel response = [0.4, 0.3, 0.2, 0.1]

s1-s3  bl~b4 h5~b6 cl~c3

000.1110 011.1000 00101
LU 0.2, 0.5, 0.3 0.6, 0.3, 0.6

11/010
0.0.4.0.3

——

000,0011

Fig. 1. An example to illustrate the concept of tolerable
zone Zr. Inthis case, Zr = 0, and {v{), v}, v, } may be de-
termined improperly due to imcorrect ISI information when
an error path 1s selected.

C. Alternative System Structure and Sub-optimal Algorithm 11

Instead of finding another coding technique witrsickl Dmin pattern to improve our
sub-optimal algorithm, we propose another way trdaseZr : transmit code-bits in reverse
order. Then the tolerable zodgcan be raised to 5.

In this sub-section, we provide another systenctire to improve the performance of our
sub-optimal algorithm. The system block is depidgtetigure 2. At the transmitting side, we add
an LIFO (last in and first out) block after HHH emer to reverse the order of transmitting
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bitstream. Nevertheless, at the receiving side,ade an LIFO block after the joint decoder,
instead of adding LIFO in front of the joint decod®y doing so, the buffer size can be
significantly reduced. The reverse-trellis jointcdder can be also implemented by the Viterbi
algorithm, and the trellis is still the same as dhiginal one. However, we decode from the end
of the trellis. The partial metric of firsistages will be

£—1
M7, #(€)]; = Z |7 — Tiv_1-4) (@)% (10)
=0

Thus, the first decoded information bit will be Esponding to the last transmitted information
bit.

A\YGN
Information HHH 1o .| Dispersive =®| .
bits encoder channel |
Decoded Sub-optimal
bits LIFO r joint EQ and decoding
(Reverse-trellis decoder)

Fig. 2. Block diagram for sub-optimal algorithm ILIFO is
added to reverse the sequence order.

VII. Performance evaluation

A. Signal Modd
Define the discrete time-variant channel resporrsd%a[hohl,...,hL_l], where hi's are real

numbers. The input IR signals ave=[x,, x,,....X, ..}, J{01} andnis the time index. The
received signal can be written as

L-1
Un = E J;i".‘-rr:—i + Wy,
=0

where w, is modelled as white Gaussian noise. The input g&aare HHH encoded. The
number of information bits per block is set to 1@0®@ur simulation. wo types of channel model

will be examined:
L1

2 Type |, linear decay modeln[n] = x DZ(L —i)[d[n—i]where k is a normalizing factor so
i=0

L-1
that_h[n] =1.
i=0

2Type I, two-ray model:h[n] = 05[J[n] + 05[d[n—7 ]Jwhere 7 is a positive integer.

We define the electrical signal-to-noise ratid&sR,/No whereP means the transmitted average
power, R, represents the information bit rate aNgl represents the (two-sided) power spectral
density of the white Gaussian noise.
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B. Simulation Results

Here we evaluate the performance of various desogtedifferent multi-path environments.
There are six decoders we are going to compare:

A. standard decoder recommended in IrDA-VFIr spec.

B. soft HHH (1; 13) decoder

C. atrellis equalizer followed by a standard dezod

D. joint EQ and decoding trellis decoder (Joint NIDS

E. joint EQ and decoding with sub-optimal algorithm

F. joint EQ and decoding with sub-optimal algorithm

First we compare the performance of decoder A ard BWGN channel. In figure 3, we can
observe that decoder B only improve the performasticitly (around 0.3 dB), sinc@min of
HHH code is 1. For channel type | with= 4, by comparing the performance of decoder ERand
in figure 3, we can observe that theverseoperation does improve the performance of our
sub-optimal algorithm. Also we can notice that adkrd- can achieve the optimal performance

0
10 = IR R I EEEEREEE IEEEEEEE IEEREEEEE I R ITEEEEEE IEEEEEEEE I EEEEEEE 3

BER

©— DecoderA
—*— DecoderB
| —#— DecoderC
:*] —a— DecoderD (optimal)
—x— DecoderE
111 —— DecoderF
“] . —o—- DecoderA, AWGN | -
; ; | | | —%—- DecoderB, AWGN | *i- - .
107° | | | | | I I I |
4 5 6 7 8 9 10 11 12 13 14
SNR (dB)

Fig. 3. BER in AWGN channel, and BER in channektypvith L = 4.

Also we give another simulation result based onnokh type | with wider channel
dispersionL = 8 andL = 10. None of these two cases sati&fi (L-1). Figure 4 shows that even
if L > Zr , decoder F still outperforms decoder C about (B2%at BER=1(f), which is
approximately equal to the performance gap betwsandard decoder (decoder A) and soft
decoder (decoder B) in AWGN channel. Hence if gikepart of the channel response is not too
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significant, our method still can yield good perf@nce. In order to investigate the performance
penalty of our sub-optimal approach resulted fromewchannel dispersion, we further consider
another channel model, type Il. By varyingthe position of the second path, we examine the
performance if 7 is larger than the tolerable zode. In figure 5, even ifr = 9, there is only
1dB SNR loss when comparing to decoder C at BER%: 10

BER

-1 —+— DecoderC (MLSD-EQ + std decoder), L=8
1 —o—— DecoderF (reverse), L=8 ;
10 "5 . —o— - DecoderC (MLSD-EQ + std decoder), L=10]:
{ - —4— - DecoderF (reverse), L=10
-7 i i | i i i

10 12 14 16 18 20 22 24
SNR (dB)

Fig. 4. BER for channel type | with= 8; 10.

VIIIl.Conclusion

In this report, we have presented various methodsompensate IS| effects in the wireless
infrared channel. Optimal equalizer for HHH-codgdtem is examined, and we take advantage
of the properties of HHH code to reduce the comipfeaf this equalizer. For the design of
combing equalization and decoding for HHH-codedesys we provide several approaches and
evaluate their performance. JMLSD is an optimalragph to equalize and decode jointly;
however, the computational complexity is quite hiBlesides optimal joint receiver, we provide
suboptimal approaches to combine equalization &wdding. The code design criterion of our
sub-optimal algorithm is examined. UnfortunatelyHH (1, 13) code does not meet our
requirement, but we give an alternative solutioncémne closer to the desired criterion. The
simulation results show that our suboptimal appnosiill works well without redesigning the
RLL code.
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channel response = [0.5, 0, ..., 0, [21.5]1 X (1+1)

-------------------------------------------------------------------------

—— DecoderC
—— DecoderF,t=5 | |
—&— DecoderF,t=6 |
—+4— DecoderF,t1=7 ]
—#— DecoderF,t1=9

o
L
m
10_6 i i i i | i i i Y
4 5 6 7 8 9 10 11 12 13
SNR (dB)
Fig. 5. BER for channel type Il with different
54 %
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This subproject is composed of five parts to disalsout five different issues.

Part I: Phase Noise Estimation in OFDM and OFDMAikpCommunications

Part II: Characterizing the Wireless Ad Hoc Netwsoby Using The Distance Distributions

Part 11l: On the Distance Distributions of The Wegs Ad Hoc Networks

Part IV: Organizing an Optimal Cluster-Based Ad Hdetwork Architecture by the Modified
Quine-McCluskey Algorithm

Part V: A Clustering Algorithm to Produce Poweri&ifint Architecture for (N,B)-Connected Ad
Hoc Networks

We discuss and present these five issues individaslfollows.

Part |: Phase Noise Estimation in OFDM and OFDMA Uplink
Communications

OFDM transmission technique has been adopted ierakewireless communication standards
for its capability of combating channel multipa@ding with relatively low complexity while
providing high spectral efficiency in comparison smgle carrier transmission. An OFDMA
system divides the available subcarriers into gsowgalled subchannels, and assigns one or
multiple subchannels to multiple users for simudtaus transmission. OFDM is tremendously
more sensitive to carrier frequency offset and phasse than single carrier systems because the
orthogonalities among OFDM subcarriers will be dggd so that common phase error (CPE)
and inter-carrier interference (ICI) will appea=@MA inherits from OFDM the weakness of
being more sensitive to both of them than singlei@amultiple access systems. Furthermore,
because of the multiple phase noise of multiugeaise noise will be more detrimental to uplink
OFDMA systems if not carefully compensated

Part I1: Characterizing the Wireless Ad Hoc Networks by Using The Distance
Distributions

Wireless ad hoc network has been recognized aobtiee possible solutions to realize the
dream of pervasive computing especially when nadesvithin thedead zongan area where the
exiting fixed infrastructures are unavailable, sintodes in the wireless ad hoc network can
self-organize and operate without the help of tkistimg infrastructures. By using the multihop
forwarding scheme, nodes in the wireless ad howarks exchange messages with other nodes
that are not directly connected. However, due eéorindom deployment of the wireless ad hoc
networks, the deployed network topologies are atswlom. As a result, some criterions are
commonly used to characterize the random orgamieéaork.

Part I11: On The Distance Distributions of The WirelessAd Hoc Networks
Since nodes in wireless ad hoc networks may beoratydand independently spread over the
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entire service area, the resulting network top@sgire diverse and, thus, the separation distance
between any selected node pair can be regardedtaas@m variable. Many characteristics of the
wireless ad hoc networks are related to the sapardistances between node pairs. One of the
most important characteristics for the wireless famt network to be applicable is the
connectivity of the organized network. The most omn approach to achieve the network
connectivity is to maximize the transmission rasgehat nodes are connected. However, when
the power consumption is considered, the transomssange should be optimized to the
separation distance to its nearest neighbor.

Part I1V: Organizing an Optimal Cluster-Based Ad Hoc Network Architecture
by the M odified Quine-M cCluskey Algorithm

When wireless nodes are in an area that is notredvay any existing infrastructure, one of
the possible solutions to achieve the ubiquitouspaing is to enable wireless nodes to operate
in the ad hoc mode and self-organize themselvesarntluster-based network architecture. One
of the general approaches to build up a clusteedasetwork architecture is to design an
algorithm to organize wireless nodes into set o$i@rs. Within each cluster, a node is elected as
a clusterhead(CH) to take responsible for the resource assigmsnand cluster maintenances.
Many related algorithms have been proposed. mlmemum connected dominating $§BtCDS)
approach tries to obtaian optimum configuration to be the virtual backbaf¢he wireless ad
hoc networks. However, it is shown to be an NP-lmmablem. The most feasible alternative is
to find an approximated heuristic algorithm to @bta sub minimum connected dominating set.
The general idea among the related literatures setect CHs based on some attributes of the
networks.

Part V: A Clustering Algorithm to Produce Power-Efficient Architecture for
(N,B)-Connected Ad Hoc Networks

Wireless ad hoc network is a self-organizing nekwtitat can be rapidly deployed and
operated without the help of the existing infrastmwe. Possible examples of the wireless ad hoc
networks can be found in the tactical military agtions, disaster recovery operations,
exhibitions and conferences. Since there is naiegisixed infrastructure in the wireless ad hoc
network, organizing the randomly deployed nodes mtvirtual backbone turns out to be an
important design issue. One of the general appesach to organize nodes into groups of
clusters. Within each cluster, a node is electeth@gdocal controller of that cluster and is called
clusterhead (CH). Major advantages of this appraaclude frequency spatial reuse, smaller
interference and the increase of system capacity.

Il. 73 P h

Part 1. Phase Noise Estimation in OFDM and OFDMA Uplink
Communications

Phase noise issue is an important topic in OFDM@RBDMA systems because it will destroy
the orthogonalities among subcarriers. Models adsghnoise source and the corresponding
effects in OFDM systems are first introduced. Thare various methods proposed to suppress
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phase noise in OFDM systems. Here, we discuss @-gded-decision-directed (PADD)
approach for CPE estimation in OFDM systems. Cotioeal phase noise correction methods
targeting at single phase noise, however, cannotdipectly applied to uplink OFDMA
transmissions because simultaneous transmittedsigeals give rise to multiple phase noise.
Extending from the PADD approach, two algorithmssdezh on least-square and maximum
likelihood criteria for estimation of Wiener phaseise in uplink OFDMA communications are
discussed and compared.

Part |1: Characterizing The Wireless Ad Hoc Networ ks by Using The Distance
Distributions

Due to random deployment of the network nodesdib@nces between nodes in the wireless
ad hoc networks are random. Based on the develdipibutions of the distance between nodes,
the optimum transmission range to tath nearest neighbor, the most probable distantveces
two randomly selected nodes, the node degree andetwork connectivity of the organized
wireless ad hoc networks both in the ideal and eWwafhding environments are characterized
and evaluated. In addition, we also mathematiqaibof that the distribution of the node degree
in the shadow fading environment is binomial. Welgphe derived degree distribution to study
the generalizedk-connectivity problem of the wireless ad hoc networ the shadow fading
environments.

Part I11: On The Distance Distributions of The WirelessAd Hoc Networks
Separation distance between nodes is an importat@xiin characterizing the optimum
transmission range, the most probable Euclideaiardis between two random selected nodes,
the node degree and the network connectivity oeless ad hoc networks. However, because
nodes are randomly deployed, the separation dissabetween nodes in the wireless ad hoc
networks are also random. Thus, in this paper, vesgnt methodologies to analyze three

distance-related probability distributions: thetdlmition of the distance to thk-th nearest
neighbor, the distribution of the distance betwé&®n random selected nodes and the joint
distribution of the distances between nodes ar@hawon reference node.

Part I1V: Organizing an Optimal Cluster-Based Ad Hoc Network Architecture
by the M odified Quine-M cCluskey Algorithm

An optimal cluster-based ad hoc network architecthiat requires the minimum number of
cluster maintenance overheads not only reducesvéiste of the precious bandwidth but also
saves the consumption of the limited battery poWathematical analyses show that the cluster
maintenance overheads can be minimized by minimi#e number of generated clusters and
the variance of the number of cluster members. 8ygithe Modified Quine-McCluskey (MQM)
algorithm, the number of generated clusters and/énence of the number of cluster members
of the generated cluster-based network architectuse minimized. Thus, the number of
overheads required to maintain the cluster architeds minimized and the precious bandwidth
and the limited battery power are saved.

Part V: A Clustering Algorithm to Produce Power-Efficient Architecture for
28



(N,B)-Connected Ad Hoc Networks

Reducing the waste of the limited battery poweexshanging cluster maintenance messages
is one of the important issues in designing clusgealgorithm for the wireless ad hoc networks.
Analyses show that this can be achieved by redutiaghumber of generated clusters and the
variance of the number of cluster members. By assigcritical node (the only neighbor of
boundary node) the highest weight (or priorityptselected as a clusterhead, we show that the
number of cluster maintenance overheads is redbgethe proposed Distributed Clustering
Algorithm with Critical Node First (DCA/CNF) basegbproaches. As a consequence, the limited
battery power is conserved and the organized n&tar@hitecture is power efficient.

. R g = i

Part 1. Phase Noise Estimation in OFDM and OFDMA Uplink
Communications

OFDM transmission technique has been adopted ierakewireless communication standards
for its capability of combating channel multipagding with relatively low complexity while
providing high spectral efficiency in comparison smgle carrier transmission. An OFDMA
system divides the available subcarriers into gsowgalled subchannels, and assigns one or
multiple subchannels to multiple users for simwaus transmission. Signals from different
users are overlapping in frequency domain but ogiagpdifferent subcarriers, the orthogonality
among subcarriers prevents multiple access intaréer (MAI) among users.

On the other hand, OFDM is tremendously more sgesto carrier frequency offset and
phase noise than single carrier systems [1] bedheserthogonalities among OFDM subcarriers
will be destroyed so that common phase error (C&tg) inter-carrier interference (ICI) will
appear. OFDMA inherits from OFDM the weakness oh@enore sensitive to both of them than
single carrier multiple access systems. Furthermbeegause of the multiple phase noise of
multiuser, phase noise will be more detrimentaluptink OFDMA systems if not carefully
compensated [2].

Various methods to suppress phase noise in OFDNersgs have been proposed in the
literature [3]-[5]. However, they are specificaliyitable for dealing with single phase noise. To
mitigate multiple phase noise in OFDMA uplink, uoaably, the adopted subcarrier assignment
scheme needs to be taken into account since ittafftae amount of MAI in the system. Two
major subcarrier assignment schemes: subband-tmwtdnterleaved [6] are examined. The
former divides the whole bandwidth into small cantus subbands, each user is assigned to one
or several subbands. In the latter, subcarriengraesd to different users are interleaved over the
whole bandwidth. An example of both schemes isitlated in Fig. 1.
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Fig. 1. lllustration of subband-based and interéghsubcarrier assignment schemes [16]

Part |1: Characterizing The Wireless Ad Hoc Networ ks by Using The Distance
Distributions

Wireless ad hoc network has been recognized aobtiee possible solutions to realize the
dream of pervasive computing 0-0 especially whedesoare within thelead zongan area
where the exiting fixed infrastructures are unala#, since nodes in the wireless ad hoc
network can self-organize and operate without thle bf the existing infrastructures. By using
the multihop forwarding scheme, nodes in the waelad hoc networks exchange messages with
other nodes that are not directly connected. Plesskamples of the wireless ad hoc networks
are tactical military applications, disaster reagveperations, exhibitions or conferences.
However, due to the random deployment of the waeked hoc networks, the deployed network
topologies are also random. As a result, somerimite are commonly used to characterize the
random organized network. In this part, we speailjcfocus on the following three criterions:
the optimum transmission range to organize a wseebd hoc network and the node degree and
the connectivity of the organized network. Since gower of the nodes in the wireless ad hoc
networks are mainly provided by the batteries, dpgmum transmission range (or the critical
transmission range) provides us how to power effity assign the transmission range either
homogeneously or non-homogeneously so that thenimegd wireless ad hoc network is
connected 0-0. The degree of a node is definedh@samber of neighbors that are directly
connected with 00 and is widely used as an indgketonnectivity of the organized wireless ad
hoc networks 0. The network connectivity is onetloé most important criterions used to
characterize the organized wireless ad hoc netw0rRS-0. This is mainly because for the
multihop forwarding scheme in the wireless ad hetwvork to be applicable there must exists at
least one path between any two nodes so that teseages can be hop-by-hop forwarded to the
intended destination nodes. When we look into kinee criterions, we find that they are highly
related to the distances between the nodes. Fon@gaif the distances between node pairs in
the deployed wireless ad hoc networks are show)lsntransmission power is enough for each
node to reach its neighbors and, thus, the bateryer is conserved. Furthermore, if the
transmission range is fixed, shorter distances éetmnodes result in the higher node degree and
the better connectivity of the deployed wirelesshad networks. However, due to nodes in the
wireless ad hoc networks are in nature randomlyiaddpendently distributed into the service
area, the distance between any node pair is alsdona Thus, it is necessary to study the
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stochastic property of the distances between nddely. few related researches are found in the
literatures. In 0, by using two different distrilmrts, uniform and Gaussian, to deploy nodes into
the service area, Miller analyzed the distributiaristhe distance between two nodes in the
wireless ad hoc networks and found that similatagise distributions are obtained by using
different models to distribute nodes. Thus, he kated that using a simple model to distribute
nodes would be enough for the analysis and sinomadf the wireless ad hoc networks. To
obtain the joint distribution, Miller presented alternative approach to find the marginal cdf of
the distance between node and a randomly seleetedence node (RN) 0. Then, by employing
the independence property, the joint cdf of theéatices between nodes and a RN was obtained.

Part I11: On The Distance Distributions of The WirelessAd Hoc Networks

Since nodes in wireless ad hoc networks may beoralydand independently spread over the
entire service area, the resulting network top@sgire diverse and, thus, the separation distance
between any selected node pair can be regardedaasi@am variable. Many characteristics of the
wireless ad hoc networks are related to the separdistances between node pairs. One of the
most important characteristics for the wireleshad network to be applicable is the connectivity
of the organized network. The most common appréacthieve the network connectivity is to
maximize the transmission range so that nodes ammected. However, when the power
consumption is considered, the transmission rahgal@ be optimized to the separation distance
to its nearest neighbor. Most of the connectivélated researches 0-0 are mainly based on the
necessary condition that networkkisonnected if the minimum node degree of a wiretekboc
network isk 0. When the wireless ad hoc networks are operatdg: ideal environment, the node
degree can be easily obtained based on the pathmiodsl, i. e. the number of nodes within the
predefined separation distances. However, in thadash fading environment, given the
separation distances between nodes and a comnemeneé node (CRN), the node degree will
dynamically change due to the random fluctuatiothefsignal strength. Thus, it is necessary to
find the joint distance distribution between nodesl a CRN. In this part, we assume that nodes
are uniformly and independently deployed withinqaage service area and the location of each
random deployed nodeis expressed as a vectar=(x,,y,) in R%. Based on the definition in 0,
thedistance functiobetween nodes andv is defined asr(u,v) = ((x, - x,)* + (y, - y,)*)** such that
(D r(u,v)=0, (i)ru,v)=0 if and only if u=v, (iii) ru,v)=r(v,u) and (iv)r(u,v)<r(u,w)+r (w,v)
for any nodeqy, v andw. In this case, the distance function is also kn@sntheEuclidean
distancebetween nodes andv and the square service area is known as the 2adioreal
Euclidean space

The first distance distribution we derived is basadhe concept that if the Euclidean distance
from a reference node to itsth nearest neighbor is less than the transmissiager of the
reference node, the minimum degree of the no#dleTibe disadvantage of this distribution is that
the prior knowledge of the order of the nearesgimeor of a reference node is required. To this
end, we derive the distribution of the Euclideastatice between two random selected nodes
without knowing the prior knowledge. Since the at¢a results do not poss the independence
property, they cannot be applied directly to obt#ue joint distribution of the Euclidean
distances between nodes and a common reference fbeeefore, we further derive the
marginal cdf and pdf of the Euclidean distance ketwnode and a common reference node.
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Since the obtained marginal cdf and pdf possesinttependence property, they can be easily
generalized to obtain the joint cdf and pdf. Onégwfrelated researches are found in the
literatures. The distribution of thiketh nearest neighbor is also known as Nearest Nerghb
Distribution (NND) in 00. In 0, by using two diffent distributions, uniform and Gaussian, to
distribute the nodes, Miller analyzed the distribns of the Euclidean distance between two
nodes in the wireless ad hoc networks and notet tttea models used to distribute nodes
generate very similar cdfs. Thus, he concluded tisatg a simple model to distribute nodes
would be enough for the analysis and simulatiowiogless ad hoc networks. To obtain the joint
distribution, Miller presented an alternative ammio to find the marginal cdf of the Euclidean
distance between two nodes 0. Then, by employiegriiependence property, the joint cdf of
the Euclidean distances between node pairs tha daaommon reference node was obtained. In
the following analyses, we assume the number oksad the network iN and ignore the
boundary effects.

Part IV: Organizing an Optimal Cluster-Based Ad Hoc Network Architecture
by the M odified Quine-M cCluskey Algorithm

When wireless nodes are in an area that is notredvay any existing infrastructure, one of
the possible solutions to achieve the ubiquitouspaing is to enable wireless nodes to operate
in the ad hoc mode [1] and self-organize themseinesa cluster-based network architecture.
One of the general approaches to build up a chiisteed network architecture is to design an
algorithm to organize wireless nodes into set osi@rs. Within each cluster, a node is elected as
a clusterhead(CH) to take responsible for the resource assigmsnand cluster maintenances.
Many related algorithms have been proposed. mmmum connected dominating $§BtCDS)
approach [2] tries to obta@n optimum configuration to be the virtual backbomh¢he wireless
ad hoc networks. However, it is shown to be an [HRIN3] problem. The most feasible
alternative is to find an approximated heuristigogithm to obtain a sub minimum connected
dominating set. The general idea among the reldte@tures is to select CHs based on some
attributes of the networks. For example, the noelgrek, the link delay, the transmission power,
the mobility, . . ., etc.. A detail survey of tbleistering algorithms can be found in [4].

In viewing the previous works, we find that the miization of the waste of the precious
bandwidth and the limited battery power in exchaggihe cluster maintenance overheads has
not been well studied. Thus, based on the techrimselect the optimum set of prime implicants
in the Quine-McCluskey (QM) algorithm [5], we prg@a Modified QM (MQM) clustering
algorithm to organize the wireless ad hoc netwatk & cluster-based network architecture that
requires the minimum number of cluster maintenavezheads

Part V: A Clustering Algorithm to Produce Power-Efficient Architecture for
(N,B)-Connected Ad Hoc Networks

Wireless ad hoc network is a self-organizing nekwtitat can be rapidly deployed and
operated without the help of the existing infrastiwe. Possible examples of the wireless ad hoc
networks can be found in the tactical military apgtions, disaster recovery operations,
exhibitions and conferences. Since there is ndiegisixed infrastructure in the wireless ad hoc
network, organizing the randomly deployed nodes mtvirtual backbone turns out to be an
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important design issue. One of the general appesach to organize nodes into groups of
clusters. Within each cluster, a node is electeth@gdocal controller of that cluster and is called
clusterhead (CH). Major advantages of this appraaclude frequency spatial reuse, smaller
interference and the increase of system capacity.

Many related algorithms 0-0 have been proposedhénliteratures. The minimum connected
dominating set (MCDS) scheme 0 organizes the vaseled hoc network into an optimum
configuration. However, the problem to find the MEIn a connected graph is shown to be
NP-hard 0 and the problem to find the optimal CHis@n NP-complete problem 0. The general
feasible alternative is to design an approximatedristic algorithm to obtain a sub-optimal
MCDS. The Degree-based clustering algorithms Opmoposed to select CHs based on the
degree of the nodes. The ID-based clustering dlgos 00 organize the cluster simply based on
the node ID. Other approaches that are based @eratif node attributes can be found in 0-0.
Due to the security concerns of the transmittedsangss or the limitations of the geography of
the service area, some singular nodes must/mageyed within the service area. For example,
some nodes in the networks have only one neighbdraae called boundary nodes. The only
neighbors of boundary nodes play an important moleroviding connections from boundary
nodes to the other nodes. In view of the previdgsrahms, we find that the impacts of the
boundary nodes on the design of clustering algorithave not been well studied in the
literatures. This part addresses how to organizelegs ad hoc networks with boundary nodes
into a power efficient cluster-based network amsttiire. The power efficiency of a cluster-based
network architecture in this part is related to thember of overheads that are required to
maintain the organized cluster-based network archite.

IV. 3% &3%

Part 1. Phase Noise Estimation in OFDM and OFDMA Uplink
Communications

We can find the performance of these two CPE esibms by simulation. Consider an
OFDMA system with 64 subcarriers in the 5 GHz fremey band. The signal bandwidth is 20
MHz. There are 4 sub-channels in the system, eatains 13 subcarriers. Each active user uses
one sub-channel and the configuration and frequeloecyain structure of each subchannel are

identical. We denoteN ; the number of pilot subcarriers in a sub-channdliamaries from 1 to

4 in our experiments.

The channel response of each user is generateddaugdhe IEEE 802.11a channel model
with root-mean-square delay spread equals to 50'ms.channel coefficients are modeled as
independent and complex-valued Gaussian randorablas with zero-mean and an exponential
power delay profile

E{‘hk(l)z‘}:)\-exp{—l}, | = 0,3 ,1(

The constant\ is chosen such that the signal power of each gseorimalized to unity. The
phase noise is generated by the Lorentzian mod#l wi equals to 1 kHz. Two typical

subcarrier assignment schemes: sub-band basedseibaasignment and interleaved subcarrier
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assignment as illustrated in Fig. 1 are used. Eactulation point is conducted using 10
frames, each frame consists of 16 OFDM symbols.

Fig. 1 shows the symbol error rate (SER) performasfcthe two proposed CPE estimators in
comparison with both no-phase-noise and no-phasetorrection cases with QPSK. Since the
number of pilot subcarriers affects the spectruficiehcy and the capacity of an OFDMA

system, N, is set to 1 in the simulation generating these figares. Fig. 1(a) refers to

sub-band based subcarrier assignment while Fig. ddbresponds to interleaved subcarrier
assignment.

First of all, the maximum likelihood (ML) approachalways have more improvement than
least square (LS) ones, which is not surprisingabse the statistics of ICI term is taken into
consideration. We can observe that when the nurmobeactive users increases, interleaved
subcarrier assignment suffers more from the mehgucess interference because other active
user’s signals are at nearer subcarriers.

Fig. 2 illustrates how the performance of the psgmb schemes changes with phase noise

levels. The number of pilot symbolsl; is set to 1. The aim of the proposed schemes is to

correct medium to small phase noise, i.e., for phrasse variancesT, less thad0 . It shows

in Fig. 7 that when phase noise variance is gretiterl0 °, the OFDMA system suffers
remarkable performance degradation. However, tbpgsed CPE estimation schemes provide
significant performance improvement over no-phasisaicorrection case.

When phase noise variance is less tl#n®> for an OFDMA system employing QPSK, we
can see the error floor of the proposed schemeasthi® phase noise variance range, it is not
necessary to take the CPE correction to correctipieiphase noise.

Symbol Error Fate
o

i

PN w/o carrection A f _"ﬁm,% 5
LS K=t K2 k=3 o~ ~. g
- — — ML K= ~ L
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Fig. 2. Symbol error rate v.s. phase noise variavite QPSK, K=1 to 4 [16]

Part |1: Characterizing The Wireless Ad Hoc Networ ks by Using The Distance
Distributions

Table 1 The Optimum Transmission Range for a 1-eotad Wireless Ad Hoc Network
p=0.95 p=0.99
N=100 [N=200 |[N=100 |N=200
r® 1155.33m114.75m171.22m125.55m

Based on equation, the optimum transmission ratggesnstruct a 1-connected network
in a 1000mx1000m square-shaped service area wihptbbability p=0.95 and p=0.99,
N =100 and N =200 are shown in Table 1. The probability of organigzak-connected wireless
ad hoc network in the ideal environment obtaine@qguation is shown in Fig. 1. This figure
shows that the required transmission raRder N nodes in the ideal environment to organize a
k-connected wireless ad hoc network is inverse ptap@l to N and proportional tk. For
example, from ABLE 1 and Fig. 1, the transmission ranges 171.22m abdbim are required
for a wireless ad hoc network with 100 and 200 soebe 1-connected with the probability
0.99. The probability of the wireless ad hoc netwarganized byN nodes in the shadow fading
environment isk-connected as derived in equation is shown in Bigln this figure, the
transmission rangR is set to 300m which corresponds to a wirelesh@dnetwork organized
by 100 nodes in the ideal environment is 3-conmkuwtéh the probability greater than 0.9999 as
shown in Fig. 1. With the same transmission rafig, 2 shows that as the channel variation is
concerned, fewer nodes are required to achievedime network connectivity and the number of
nodes to achieve the required network connectiistyinverse proportional to the channel
variation.
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Fig. 1. The probability ok-connected in the ideal environment.
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Fig. 2. The probability ok-connected in the shadow fading environment.

Part I11: On The Distance Distributions of The Wireless Ad Hoc Networ ks

=

o
©

cdf of the distance to th k-th nearest neighbor

0 30 60 90 120 150 180 210 240 270 300
transmission range

Fig. 1. The cdf of the distance to tkth nearest neighbor.

Thedistribution of the distanceto the k-th nearest neighbor

In Fig. 1, we show the cdf of the separation distanbtained in equation to th¥ 2" and &
nearest neighbor for a wireless ad hoc network w® and 200 nodes deployed over a 1000m
1000m square-shaped service area. This figure shbatsthe distance to thketh nearest
neighbor is inverse proportional to the number ofles in the service area. Furthermore, this
figure also shows that almost surely that the firearest neighbor is within the Euclidean
distance 120m and 82m for the number of nodesG@Oeathd 200 respectively.
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Fig. 2. The cdf and pdf of the Euclidean distanesvieen two random selected nodes.

Thedistribution of the distance between two random selected nodes

The pdf and cdf in equations with different separatdistance are shown in Fig. 2. By
differentiating equation, the most probable norgeli separation distance between two random
selected nodes is 0.478. This can also be found ffiy. 2 that the 0.478 separation distance
corresponds to the maximum probability density.i@es from the cdf curve in Fig. 2, we find
that if the normalized transmission range is higiam 0.94, the probability for two random
selected nodes are connected is more than 0.95.
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Thedistribution of the distance between node and a CRN

Based on equations, the conditional cdf of the Is¢jen distance in equation is obtained. By
integrating equation, we can obtain the margindl afdthe separation distance. Numerical
integration of equation has been conducted foydime cdf of the separation distances rl and r2.
The resulting joint cdf curve is shown in Fig. ®&llBwing the same procedures, the marginal pdf
of the separation distance in equation is showiriqh 4. In this figure, the most probable
normalized separation distance between node arRNai€about 0.7.

Part IV: Organizing an Optimal Cluster-Based Ad Hoc Network Architecture
by the M odified Quine-M cCluskey Algorithm

We verify the performance of the proposed MQM alpon by conducting extensive
simulations. In our simulations, we assume the sizthe service area is 20082000m, the
number of nodedN is 300 and the transmission range for each nod&@n. We run the
simulation 10,000 times and average the colleced.dn each simulation, we first randomly
deploy the non-boundary nodes into a connectechetiberk. Then, for each boundary node, a
node in the connected subnetwork is randomly sedeid be its only neighbor (i. e., the critical
node). For the performance comparisons, the MQM twed Degree-based [6][7] clustering
algorithms are used to cluster each of the gertena¢dwork topology. As stated before, our
objective is to design a clustering algorithm than organize a cluster-based network
architecture in which the required number of clustaintenance overheads is minimized. In
derived equation, the number of cluster maintenaveeheads mainly depends on the number of
generated clusters and the variance of the nunfaduster members. The simulation results for
the number of generated clusters and the variahite mumber of cluster members are shown in
Fig. 1 and Fig. 2 respectively. Since the origi@a¥l algorithm is designed to obtain the
minimum set of Pls, the proposed MQM algorithm gates the minimum number of clusters as
shown in Fig. 1. Furthermore, due to unchecked n®delected as a CH only if it is the critical
node with the highest logical degree among its lwoe-neighbors or it is the node with the
highest logical degree among its two-hop neighkities number of clusters that are generated by

the boundary node and the difference of the nunobeluster members between clusters are
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minimized. Therefore, as shown in Fig. 2, the varea of the number of cluster members is
minimized. Consequently, the number of cluster nesiance overheads as shown in Fig. 3 is
minimized and the generated cluster-based netwatktacture is optimal.
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Fig. 1. The number of generated clusters
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Part V: A Clustering Algorithm to Produce Power-Efficient Architecture for
(N,B)-Connected Ad Hoc Networks
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(a) ID-based clustering algorithms.
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(b) Degree-based clustering algorithms.

Fig. 1. Distributions of the number of cluster marsbfor clusters generated by (a) and (b)
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Fig. 3. Distributions of the number of cluster marsbfor (a) and (b)

We evaluate the performance of the DCA/CNF-ID andADCNF-Degree approaches by
conducting 10,000 simulations. We compare the stian results with the ID-based and
Degree-based algorithms. The service area is ai20P000m square area. In each simulation, a
(300,10)-connected wireless ad hoc network topolsggndomly generated. Then, the ID-based,
Degree-based, DCA/CNF-ID and DCA/CNF-Degree alhomg are used to organize the
randomly generated network topology into a clus&sed network architecture. Fig. 3 shows the
distributions of the number of the cluster membdergshe DCA/CNF-ID and DCA/CNF-Degree

42



approaches respectively. Comparing with the resadtshown in Fig. 1, we can easily find that
the number of orphan clusters generated by theogegp DCA/CNF-ID and DCA/CNF-Degree
approaches is greatly reduced.
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Fig. 4. Degree distributions of orphan node gereraly (a) and (b)

In Fig. 5, we show the distributions of the degadethe orphan node generated by the
DCA/CNF-ID and DCA/CNF-Degree approaches respeltiveomparing with the results as
shown in Fig. 2, no orphan nodes are boundary mbtfeaddition, we can also find that, with
higher probability, the degree of the orphan nodeserated by the DCA/CNF-ID and
DCA/CNF-Degree approaches is higher than that geeerby the ID-based and Degree-based
clustering algorithms. This is a good news sind¢egher degree of an orphan node implies that
more chances for the orphan node to change intoongiman node either by joining a cluster
organized by its one-hop neighbor or inviting itseeéhop neighbors to join the cluster that it
organizes when the cluster architecture is re-organ
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Fig. 5. The number of generated orphan clusters.
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The number of generated orphan clusters and thé&uaof generated clusters are shown in Fig.

5 and Fig. 6 respectively. As stated in proposititimee number of generated orphan clusters in
Fig. 5 is reduced by assigning critical node thghbst weight in the proposed approaches. In Fig.
6, it is obviously that the number of generatedi@ts by the DCA/CNF-ID and

DCA/CNF-Degree is reduced due to the reductiomefrtumber of generated orphan clusters as
stated in proposition.
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Fig. 7 The variance of the number of cluster member

Fig. 7 shows the variance of the number of clustembers. As we mentioned before, due to
the generated clusters are dominated by orphatectughe variance of the numbers of cluster
members of the ID-based and Degree-based clugieritainms are very high. On the contrary,
due to the reduction of the number of generatetiarglusters, the proposed approaches reduce
the variance of the number of cluster members. Tigisre also shows the Degree-based
clustering algorithm is with the highest variandetlte number of cluster members. This is
because that CHs located in the dense area wi# haarger number of cluster members than
that located in the sparse area.
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Fig. 8 The number of cluster maintenance overheads.

Fig. 8 shows the number of cluster maintenanceh®aat. Since the variance of the cluster
members of the Degree-based clustering algorithmuish higher than the other three clustering
algorithms as shown in Fig. 7, according to equeéiod Fig. 6, it has the maximum number of
cluster maintenance overheads. By reducing the euwiftgenerated clusters and the variance of
the cluster members, the number of cluster mainemaverheads for the proposed DCA/CNF
based approaches is reduced. As a consequendenitied battery power is conserved. Finally,
from Fig. 5 to Fig. 8, we also observe that therenly little difference between results obtained
by DCA/CNF-ID and DCA/CNF-Degree approaches. Basedthis observation, we suggest that
if the degree information of the neighboring nodesot available or the node degree changes
very frequently due to the mobility of the nodestloe dynamics of the channel quality, the
DCA/CNF-ID approach is a good approach to orgatiizewireless ad hoc networks. However,
if the degree information for neighboring nodesvsilable and the disadvantage of the biased
CH election criterion to the lowest ID node is cemed, the DCA/CNF-Degree approach is a
better approach to organize the wireless ad hogarks.

V. =%8pz=

Part 1. Phase Noise Estimation in OFDM and OFDMA Uplink
Communications

In this part, several phase noise models and thregmonding effects in OFDM and OFDMA
systems are introduced. Among them, for the oseillphase noise, we discussed the estimation
of Wiener phase noise and stationary phase noisallf-two multiuser phase noise estimation
algorithms to mitigate the effects of multiple pbasoise in uplink OFDMA systems are
proposed. The LS approach provides acceptablerpgfece with low complexity while the ML
approach considers the second order statistichefI€l to enhance the performance. The
proposed schemes aim to compensate for CPE, ther efé¢ct of phase noise for medium to
low phase noise levels where phase noise correistiapplicable. Moreover, these two multiuser
phase noise correction schemes are stable withwvida range of phase noise levels and
applicable to any subcarrier assignment schemegchwishows its potential in practical
applications.
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Part |1: Characterizing The Wireless Ad Hoc Networ ks by Using The Distance
Distributions

To achieve pervasive computing in the absence efettisting infrastructure, nodes in the
service area organize themselves into a wirelegoadetwork. Due to the random locations of
the nodes, the distances between nodes are randdhis part, two distance distributions are
presented and used as the foundations to chawectie organized wireless ad hoc networks.
Given the prior knowledge of the order of the nsaneighbors, the nearest neighbor probability
distribution in the theorem provides us how to theeoptimum transmitting range to connect to
the k-th nearest neighbor or, equivalently, how to poeefficiently deploy ak-connected
wireless ad hoc network. Based on the marginal taedjoint distribution of the distances
between nodes and a RN in the theorem, we andlyt&l@ow that the exact node degree of the
wireless ad hoc network in the shadow fading emwitent is a binomial distribution. With the
exact distribution of node degree, we further abtae probability of the minimum node degree
of the wireless ad hoc network that is the necgssandition of the network connectivity. Our
results also show that the connectivity of the pizred wireless ad hoc network in the shadow
fading environment is improved due to the randamttiation of signal strength.

Part I11: On The Distance Distributions of The WirelessAd Hoc Networks

This part investigates the probability distribusoof the random separation distances between
node pairs in the wireless ad hoc networks. Bygutie concept of the Euclidean distance in the
2-dimensional Euclidean space, the first probabdistribution, the distribution of the Euclidean
distance to thé-th nearest neighbor, is obtained. Using the tepiaiof function of random
variables, we obtain the probability distributiohtbe Euclidean distance between two random
selected wireless nodes. Then, through the comepntaf the union area on the node coverage
area and a unit square, we derived the marginabedfpdf of a wireless node pair. Since the
Euclidean distances between wireless node paits twé common reference wireless node are
mutually independent, we can easily extend the margdf and pdf to obtain the joint cdf and
pdf of the Euclidean distances between wireles® madrs in the wireless ad hoc network vith
wireless nodes that are randomly and uniformlyritigted over a unit square.

Part I1V: Organizing an Optimal Cluster-Based Ad Hoc Network Architecture
by the M odified Quine-M cCluskey Algorithm

To reduce the waste of precious bandwidth andithitgeld battery power in exchanging the
cluster maintenance overheads, we propose a ditgdbModified Quine-McCluskey (MQM)
algorithm to organize the wireless ad hoc netwarto ian optimal cluster-based network
architecture that requires the minimum number aktdr maintenance overheads. Simulation
results show that by minimizing the number of gatest clusters and the variance of cluster
members, the organized cluster-based network anthie requires the minimum number of
cluster maintenance overheads. Thus, the optimastertbased network architecture is
organized.

Part V: A Clustering Algorithm to Produce Power-Efficient Architecture for
(N,B)-Connected Ad Hoc Networks
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Through analyses, we find that reduction of the benof cluster maintenance overheads for a
(N,B)-connected cluster-based wireless ad hoc netwamkbe achieved by reducing the number
of generated cluster and the variance of the nurabéne cluster members. By analyzing the
cluster architectures generated by the ID-basedauee-based clustering algorithms, we find
that the number of generated cluster and the weiaf the number cluster members can be
reduced by reducing the number of orphan clusteremgted by boundary nodes. Simulation
results show that by assigning critical nodes tigldst weights (or priorities) to be selected as
CHs, the number of generated clusters and theniaf the number of cluster members for the
cluster-based network architecture generated bytbposed DCA/CNF based approaches are
reduced. As a consequence, the number of clustertanance overheads is reduced and the
organized network architecture is power efficient.
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Implementing Wireless Multimedia Transmission over

OFDMA SystenBased on 802.16e

The Project of Consumer Networks
Cooperative Work

[. Introduction

This project focuses on the OFDMA system impleratoi on DSP board. The OFDMA
system implementation and applications as videadamansmissions or real-time multimedia
transmissions are low-end and high-end goals irpoyject respectively.

Fig.1 shows the overall hardware structure. Weizetill. TMS320C6416 DSP boards to
build our OFDMA system (MAC and PHY included); 2.BQJlaughter cards to obtain real-time
compressed video from CCD camera, providing apjatgrsource coding for the our
fixed-point signal processing; 3.Personal Compuieesmulate channel with frequency selective
fading. The connection between and PCs will be iatite

Multimedia

Source Display
MAC+PHY(Tx) MAC+PHY(Rx)
MIC C6416+vDB C6416+vDB
PC

Fig.1 Hardware Structure

I1. Functional Specification
We will build our OFDMA system on DSP boards incghgIMAC and PHY layers. The

corresponding functions are listed as below:

MAC layer PHY layer
Guaranteed QoS for high-end use FEC codes
Making up MPDU format PSK modulation
Packing OFDMA modulator
Fragmenting Timing
Scheduling Frequency offset synchronization

Table.1 MAC and PHY functions
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[11. Technique Specification
A. Medium Access Control (MAC) Layer

CCD Camera I nput

Audio I nput Monitor Output
| I Audio Output

Input_video_process() I

Rx
Input_audio_process() Output_video_process()
Output_audio_process()
M PDU_construct()

1 M PDU_deconstr uct()

Tx

Pack_frag() T

De pack_frag()

!

PHY

Fig. 2 MAC layer structure

Fig. 2 shows the overall structure of MAC layerwi# build in our OFDMA system.
Video/Audio signals will enter DSP board from MI€C@CD camera, and then the data will be
sent to MAC layer. The main function of MAC is tonstruct the MAC PDU. After packing,
fragmentation and scheduling, the data packettheih be sent to PHY for transmission. The
detailed functions are described as follows:

1. Function in CMPDU_construct() and MPDU _deconstruct()

Description:When data was received from upper layer, the maintion of MAC | s to
construct the MAC PDU. Compare to standard, we wg# shorten header (1
byte) and remove CRC to avoid overhead.

2. Function in CPack_frag() andDe _pack_frag()

Description:Fragmentation is the process by which a MAC SDutiv&led into one or more
MAC PDUSs. In order to improve the transmitting eiiincy, the MAC may pack
multiple MAC SDUs into single MAC PDU. We will usixed-length packing.
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B. Physical (PHY) layer
[. Transmitter

OFDMA transmitter structure is basically the sarméhat of traditional OFDM transmitter.
Besides, the parts ébrward error correction (FEC) andbit-interleaver are added in the block
diagram as high end blocks. High-end block meaasithvill function in the high-end
implementation. As the characteristic of OFDMA teicjue, one user using some set of
sub-carriers, the block of sub-carrier allocativmadopted here. The overall structure of OFDMA

transmitter is shown in Fig. 3.

[] vLowEndBlock
Data to frnsmit I 1 High End Block
V /} ZZ Channel Emulator
: Randomizer :
: 7377 ;
; : Insert
A Fﬁ Guard Interval
_-ﬂ FEC Encoder '/
s i
%;: W Radix-2 IFET
_:’2 Bit-interleaver ¢ ? T
2: I
,‘_g: WW i Subearrier
b Data 3 Adlocation & Preamble
Modulation : Filot Insertion

I

Fig. 3 OFDMA transmitter

Randomization:
The stage of randomization is to “whiten” the stttk of the data. It is performed by

exclusive or operation on input binary data andatimgput of pseudorandom binary
sequence with polynomial 1¥%x"°,

Forward Error Correction:
To break up the burst bit error, the techniquentdrieaving should be added in with the

convolutional code. It makes coding across thecarbers.

I nterleaving:
Interleaver maps the adjacent coded bits to nonedjasub-carriers. Moreover, it maps the
adjacent coded bits alternatively to less or mageificant bits of constellation.

Data Modulation:
Quadrature phase shift keying (QPSK) is used ferdod implementation, and
16-quadrature amplitude modulation (16-QAM) fortgnd implementation. The
constellations are Gray-mapped.

OFDMA sub-carrier allocation and pilot insertion:
The OFDMA sub-carrier allocation strategy is: Adikset of adjacent sub-carriers is used
by user. Pilot sub-carrier are inserted in an OFD&Abol with equal spacing and fixed

position.
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1. Receiver

i:l Low End Block
Channel Emulator
Ouiput Data Timing Recovery & Remove 4 R _ _
»  Carrier Frequency »  Guard »  FFT i FEQ i__ ) MHigh End Block
Compensation Interval
T v [Jata
3 Pilot A
Signal Detection RS ey ¥ Extraction &
& Timing | Pr{qumcy_ 'D{'_tsct 1 lC]_mnnli:] I Ut Chanrllcl
e | Synchronization | Estimation : g Decoding
Bymehfonizsfion | oo oo reallocation

Signal Detection and Timing Synchronization
The first step of synchronization is to do timirggimation. The requirement here for
estimate scheme is robust to frequency offset.Sdtenidl and Cox algorithm provides
such a robust estimation against to frequency ffse

Frequency Offset Synchronization
We use the method of M&M with appropriate modifioas. The modification is to
multiply the training symbol defined by timing ewator by its sign pattern. Then, the
symbol is restored to possess the same structuoh vghproposed in M&M.

Channel Estimation

The knowledge of the channel characteristics isired. The ML channel response estimate

can be realized by =[SH EST S W™ (0)[@(0) We Assume that the channel response

remains constant over at least one OFDM symboivate
C. Channel Emulation

Ethernet Ethernet
Interface Interface
Transform input discrete bit stream to Transform discrete samples to output
discrete samples discrete bit stream

Add Convolve samples with channel Add Add
timing offset | ’ response »|  white noise > frequency offset

Generate NLOS/LOS block-variant fading channel tmlel outdoor wireless fixed wireless
channel. Steps of low end channel simulator:
1. Received a block of discrete bit stream from therfiace of transmitter, store the
block.(a block is an/many OFDM symbol or 16e ddfifiame )
Convert the discrete input bit stream to discretdtifavel stream.
Generate a random time delay of the discrete rauétlistream.
Generate a random discrete type multi-path channel
Convolve the multilevel stream with generated mpitih channel.
Add noise to the processed multilevel stream.
Quantize and convert the quantized stream to desbiestream.
Send the discrete bit stream to the interface adiver.

© NO Ok WD

55



D. Audio/Video input/output (high-end)

1. Function in Cinput_video process()
Description:Once the VDB driver decoder is opendaecOpen(and configured

vDecConfig(argl, arg2, arg3jhe application only has to calDecGetFrame()o obtain the
most recently captured frame irrespective of whetheew frame has arrived since the last
call of the API. Sub-functions

vDecOpen(} Open the vDB Capture

vDecConfig(): Configure the vDB Capture device

vDecGetFrame() get one captured frame from the vDB driver

2. Function in CQOutput_video_process()

Description: Once the VDB encoder is oper&thicOpen(and configured/EncConfig(argl,)
the application only has to calEncSendFrame(arg1y pass the new frame to the VDB
encoder to encode and display it, and obtain affeeme buffer where the application can write
the next frame.

VENncOpen()y Open the vDB display device

VEncConfig(): Configure the vDB display device
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