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Abstract -

IEEE 802.15.4 is a new standard uniquely
designed for low-rate wireless personal area
networks. It targets ultra-low complexity, cost,
and power for low-rate wireless connectivity

FFEARKE S HF T o

among inexpensive, portable, and moving
devices. IEEE 802.15.4 provides a Guaranteed
Time Slots (GTS) mechanism to allocate a
specific duration within a superframe for
time-critical transmissions. In this paper, we
propose an adaptive GTS allocation (AGA)
scheme for |IEEE 802.15.4 with the
considerations of low-latency and fairness. The
scheme is designed based on the existing IEEE
protocol
without any modification. A simulation model
validated by the developed mathematical
analysis is presented to investigate the
performance of our AGA scheme. The
capability of the proposed AGA scheme is
evaluated by a series of experiments. It is
shown that the proposed scheme significantly
outperforms the existing IEEE 802.15.4

802.15.4 medium access control

implementations.
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2. Introduction



With the success of wireless local
networks (WLANS), the wireless networking
community has been looking for new avenues
to enable wireless connectivity to existing and
new applications [6]. The emerging of
short-transmission-range wireless devices with
low transmission rates further boosts the
development of wireless personal area
networks (WPANSs), where a WPAN is a
wireless network centered around an individual
person's workspace for device interconnection.
Among the well-known WPAN specifications,
ultra wideband (i.e., IEEE 802.15.3) is
designed for high-rate WPANs [2]. Bluetooth
(i.e., IEEE 802.15.1) supports various
applications, such as wireless headsets of home
appliances and computer peripherals, and
provides quality of service (QoS) transmissions,
especially for audio traffics [16]. As low cost
and low-power consumption are considered,
ZigBee (i.e., IEEE 802.15.4) emerges as a good
alternative for WPANS [3].

area

IEEE 802.15.4 targets ultra-low complexity,
cost and power for low-rate wireless
connectivity among inexpensive, portable, and
moving devices [4]. Such a WPAN might
consist of multiple traffic types, including
periodic data, intermittent data and repetitive
low-latency data [1]. Some data transfers might
be time-critical (such as medicare or security
applications with repetitive low-latency data).
Others might be sporadic (such as
home-automation applications that issue data
transfer requests when needed) or periodic
(such as sensor/meter applications that issue
requests at a constant interval). In order to
support time-critical data transfers generated by

repetitive  low-latency applications, IEEE
802.15.4 provides a GTS (Guaranteed Time
Slots) mechanism to allocate a specific duration
within a superframe for frame transmissions.
Although the dedicated bandwidth could
guarantee the reliability and performance of
data deliveries, the abusing of dedicated
resources might also result in the exclusion of
other transmissions. The data transmission
problem is further complicated by the
first-come-first-serve (FCFS) GTS allocation
policy [3] because of the lack of scheduling
flexibility to respond to the network workload
and application needs in low-latency data
delivery. Starvation is even possible for devices
with low data-transmission frequencies due to a
fixed timer maintained in IEEE 802.15.4 for
GTS deallocation.

How to adequately and efficiently provide an
GTS allocation scheme with low-latency and
fairness is a very challenging problem. Among
the work related to this problem, Zheng et al
[18] did a feasibility study for IEEE 802.15.4
standard over ubiquitous networks. Lu et al [12]
worked on the energy-cost analysis of IEEE
802.15.4 beacon-enabled and
nonbeacon-enabled transmission modes. A
performance analysis of IEEE 802.15.4-based
body area networks (BANs) for medical
sensors was presented by Timmons et al [17],
and the system throughput and the probability
distribution of access delay are derived for a
beacon-enabled WPAN [13]. An adaptive
algorithm [14] for beacon-interval adjustment
in IEEE 802.15.4 star-topology networks was
proposed. Kim et al [9] developed an o®-line
real-time message scheduling algorithm based



on the GTS parameters, such as the length of a
beacon interval. Although the performance
analysis for IEEE 802.15.4 was investigated
extensively, little work has been done on the
problems of IEEE 802.15.4 GTS allocation. We
must point out that many existing polling
algorithms, e.g., those for IEEE 802.11
contention free period (CFP) [5, 10, 8], can not
be applied to IEEE 802.15.4 GTS allocation,
due to the extremely low power-consumption
of IEEE 802.15.4-based wireless devices and
the scarce bandwidth of IEEE 802.15.4
networks (compared to that of IEEE 802.11).

In this paper, we propose an adaptive GTS
allocation (AGA) scheme for IEEE 802.15.4
with the considerations of low-latency and
fairness. There are two phases for the proposed
scheme: In the classification phase, devices are
assigned priorities in a dynamic fashion based
on recent GTS usage feedbacks. Devices that
need more attention from the coordinator are
given higher priorities. In the GTS scheduling
phase, GTSs are given to devices in a
non-decreasing order of their priorities. A
starvation-avoidance mechanism is presented to
regain service attention for lower-priority
devices that need more GTSs for data
transmissions. The scheme is designed based
on the existing IEEE 802.15.4 medium access
control  (MAC) protocol without any
modification. A simulation model validated by
the developed mathematical analysis is
presented to investigate average packet waiting
times and fairness for our adaptive scheme. The
capability of the proposed scheme is evaluated
by a series of experiments. It is shown that the
proposed scheme significantly outperforms the

existing implementations with FCFS.

The rest of this paper is organized as follows:
Section 2 describes the MAC protocol for IEEE
802.15.4. Section 3 defines the problem under
investigation and proposes an adaptive GTS
allocation (AGA) algorithm to provide
low-latency and fair transmissions for IEEE
802.15.4. Section 4 presents the developed
simulation model and summarizes our
experimental
capability of the proposed scheme. Section 5 is
the conclusion.

results to demonstrate the

3. |EEE 802.15.4 MAC

The IEEE standard, 802.15.4, defines the
physical layer and medium access control
(MAC) sublayer specifications for low-rate
wireless personal area networks (LR-WPANS)
[3]. It supports wireless communications
between devices with
consumption and typically operates in a
personal operating space of 10 meter or less.
The IEEE 802.15.4 defines two medium-access
modes: beacon-enabled mode and
nonbeacon-enabled mode. In the
nonbeacon-enabled mode, arbitration of
medium accesses is purely distributed among
wireless devices based on CSMA(Carrier Sense
Multiple Access)/CA(Collision Avoidance). In
addition to CSMA/CA-based transmissions, the
beacon-enabled mode provides a
contention-free GTS (Guaranteed Time Slots)
mechanism to support time-critical data
deliveries. In this paper, we focus on the IEEE
802.15.4 beacon-enabled mode, and the details
for the nonbeacon-enabled mode can be found
in [3]. Figure 1 shows a superframe structure

minimal  power



adopted by the IEEE 802.15.4 beacon-enabled
mode. A superframe begins with a beacon
issued by a PAN coordinator, and consists of an
active portion and an inactive portion. The
duration (also called beacon interval) of a
superframe ranges from 15ms to 245s. The
coordinator and devices can communicate with
each other during the active period and enter
the low-power mode during the inactive period.
The parameter macBeaconOrder(BO)
determines the length of beacon interval (BI)
(i.e., Bl = 2BO * aBaseSuperFrameDuration),
and the parameter macSuperFrameQOrder(SO)
decides the length of active period (SD = 2SO
* aBaseSuperFrameDuration) in a superframe.
The active portion with 16 time slots is
composed of three parts: a beacon, a contention
access period (CAP), and a contention free
period (CFP). The beacon is transmitted by the
coordinator at the start of slot 0, and the CAP
follows immediately after the beacon. In the
CAP, a slotted CSMA-CA mechanism is used
for devices to access the channel. In addition to
non-time-critical data frames, MAC commands
such as association requests and GTS requests
shall be transmitted in the CAP.

The IEEE 802.15.4 standard defines the use of
CFP for devices requiring dedicated bandwidth.
The PAN coordinator is responsible for the
GTS allocation, and determines the length of
the CFP in a superframe. Basically, the CFP
length depends on the GTS requests and the
current available capacity in the superframe.
Provided that there is sufficient capacity in a
superframe, the maximum number of GTSs that
the PAN coordinator can allocate in the
superframe is seven. The GTS direction relative
to the data flow from the device that owns the

GTS is specified as either transmit or receive.
The transmit GTSs are used for transmitting
data from devices to the PAN coordinator, and
the downlink frames from the PAN coordinator
to devices are delivered over the receive GTSs.

The device that requests new GTS allocation
sends a GTS request command to the PAN
coordinator during the CAP. Upon receipt of
the GTS request command, the PAN
coordinator first checks if there is available
capacity in the current superframe. Provided
that there is sufficient bandwidth in the current
superframe, the coordinator determines a
device list for GTS allocation in the next
superframe based on a FCFS fashion. Then the
PAN coordinator includes the GTS descriptor
(i.e., the device list that obtains GTSs) in the
following beacon to announce the allocation
information. For GTS deallocation, devices can
return the GTS resources by explicitly sending
a GTS deallocation request command to the
PAN coordinator. However in most cases, the
PAN coordinator has to detect the activities of
the devices occupying GTSs and determine
when the devices stop using their GTSs. In
IEEE 802.15.4, a fixed expiration timer is used
to manage the GTS usage. Once the allocated
GTSs would not be utilized for 2n superframes,
the PAN coordinator shall reclaim the
previously allocated GTS bandwidth for those
devices, where n is defined as follows.

n o= a8—BO
n=1,

4. An Adaptive GTS Allocation (AGA)
Scheme
The objective of this section is to propose an

0<BO<8S8
9<BO< 14



adaptive GTS allocation (AGA) scheme for
IEEE 802.15.4-based WPANs with the
considerations of low-latency and fairness. In
IEEE 802.15.4, GTS is provided by the
coordinator in a star network topology (see
Figure 2). The communication is established
between a PAN coordinator and up to 255
devices. By periodically broadcasting a beacon
frame, a PAN coordinator updates its GTS
descriptor to surrounding devices.

An ideal GTS allocation scheme should have a
good guess for the future GTS transmitting
behaviors of devices. By using the prediction,
the PAN coordinator allocates GTS resources
to devices in need, and reclaims the previously
allocated GTSs that will not be used. Our
adaptive GTS allocation (AGA) scheme is a
two-phase approach. In the classification phase,
devices are assigned priorities in a dynamic
fashion based on recent GTS usage feedbacks.
Devices that need more attention from the
coordinator are given higher priorities. In the
GTS scheduling phase, GTSs are given to
devices in a non-decreasing order of their
priorities. A starvation-avoidance mechanism is
presented to regain service attention for
lower-priority devices. Before presenting the
details for the device classification and GTS
scheduling phases, we define two terms, GTS
hit and GTS miss, as follows.

® Definition 1:

If one device has issued a GTS request in the
CAP or transmitted data within its allocated
GTS to the PAN coordinator during the period
of the current superframe, the device is defined
to have a GTS hit. Otherwise, the device is
considered to have a GTS miss.

4.1. Device Classification Phase

In this phase, each device is adaptively
classified into one state maintained by the
coordinator, and dynamically assigned a
priority number by the coordinator based on
past GTS usage feedbacks. Assume that there
are N devices in an IEEE 802.15.4-based
WPAN, and there are M+1 (0, 1, ---, M)
priority numbers dynamically assigned to the N
devices. A large priority number represents a
low priority for GTS allocation. The priority
number assigned to the device n is defined as
Pri,, and then we have 0 - Pri, - M. In our AGA
scheme, the devices with higher priorities are
expected to have more recent traffic, and thus
have higher probabilities to transmit their data
in the coming superframe. The state and
priority number of a device are internally
maintained by the PAN coordinator. The
maintenance of the state and priority number of
each device is based on the concept for
Dynamic Branch Prediction for computer
architecture design [15] and the Additive
Increase/Multiplicative  Decrease  (AIMD)
algorithm for network congestion control [11]
with some improvement, and will be described
as follows.

4.1.1. State Transition

All devices in our AGA scheme are classified
into four traffic-levels according to the state
diagram shown in Figure 3. In this figure, the
four traffic-levels of devices are accordingly
mapped to the four states, i.e., HH (High
Heavy), LH (Low Heavy), HL (High Light)
and LL (Low Light). The order of traffic levels
for these states are HH > LH > HL > LL.



Initially, all devices are placed in the LL state.
At the end of each superframe, the PAN
coordinator examines the GTS usage of all
devices, and then decides next states the
devices transit to. The transition follows the
solid and dashed lines in Figure 3. The solid
and dashed lines respectively represent the
occurrence of a GTS hit and a GTS miss. With
the state diagram, the devices with more
frequently GTS wusage will have larger
probabilities to stay in heavy-traffic states (e.g.,
HH and LH). Also, temporarily unstable
transmission behaviors of devices could be
more tolerated so that the devices residing in
the heaviest-traffic state (i.e., HH) with an
occasional transmission interruption have
second-chance before being degraded to the
light-traffic states. On the other hand, the
devices in the LL state can be promoted to
heavy-traffic states by having consecutive GTS
hits.

In original IEEE 802.15.4 specification [3], the
devices intending to utilize GTSs for data
transmission may wait for the expiration of
GTSs (i.e., the allocated GTSs that have not
been used for a specific period) of high-priority
transmissions. This passively deallocation
scheme for GTS resources would result in
starvation of light-traffic devices. Conversely,
by using our AGA scheme, starvation of
light-traffic devices can be avoided since these
devices can be gradually promoted to the
heavy-traffic  state  with  the existing
GTS-request facility to notify the PAN
coordinator for traffic-level promotion.

4.1.2. Priority Assignment

By using the above state diagram, the PAN
coordinator can monitor the recent transmission
behaviors of devices, and classify the devices
into proper traffic types. However, with scarce
GTS resources (i.e., 7 time-slots) of IEEE
802.15.4-based  networks, the
classification for devices is somewhat rough
precisely
classifying transmission behaviors of devices.

four-state

and can not be sufficient for

Thus the state diagram in Figure 3 is further
revised so that each device is dynamically
assigned a priority number for GTS allocation.
Upon the occurrence of GTS hit of a device,
the priority number of the device is decreased
by the PAN coordinator, and the priority of
GTS allocation for the device upgrades. On the
other hand, when GTS miss occurs to a device,
the PAN coordinator increases the priority
number of the device,
opportunity for obtaining a GTS for the device

and hence the

reduces. Maintenance of priority numbers of
devices depends on the transmission feedback
as well as the traffic-level states of devices, and
the details for maintaining priority numbers of
devices are presented below.

Compared to the priority assignment by purely
using AIMD [5], our scheme provides a
multi-level AIMD algorithm for the updating of
priority numbers. In our multi-level priority
updating, the decrease/increase of a priority
number of a device depends on the traffic-level
state the device resides. The high-priority
devices with temporary interruption of GTS
usage will be slightly demoted to lower
priorities. On the other hand, if a low-priority
device starts to request the GTS service to
transmit data, its priority will be greatly
promoted to have GTS service as soon as



possible, and starvation of such a low-priority
device can be avoided. What our priority
assignment focuses on is whether devices have
continuous data to be transmitted over the
GTSs. The
transmissions are favored by our scheme.
However, a device that has idled for a period of
time would be considered not to need the GTS
service, and it is reasonable to greatly degrade
the device's priority.

devices with consecutive

From Figure 3, we can see that if the device n
in state HH uses the GTS service all the time
and occasionally has a GTS miss, its priority
Pri, will be increased by 1. Once device n
resumes to request for the GTS service in the
following superframe and then has continuous
data to be transmitted, the increased priority
number for device n will be exponentially
halved so that the priority of device n can be
\recovered" rapidly. For device k in LL state, a
similar and even more greatly priority
promotion occurs if the device k has
consecutive GTS hits. On the other hand, if the
device k in state LL just has one GTS hit and
ceases transmitting data, the degradation of the
priority for device k would be more serious
than that for the high-traffic-level device n. Our
design for device classification can prevent
low-priority devices from starvation, and
simultaneously maintain the GTS service for
heavy-traffic  devices  with
transmission interruption.

occasionally

4.2. GTS Scheduling Phase

With the device classification phase, priorities
for GTS allocation for all devices under the

supervision of the PAN coordinator are
determined. Next, in the GTS scheduling phase,
the GTS resources are adequately scheduled
and allocated to the devices. The scheduling
criteria are based on the priority numbers, the
superframe length depending on the BO value,
and the GTS capacity in the superframe. The
GTS scheduling algorithm is shown in
Procedure 1. Assume that there are N devices in
the WPAN, and P is a set including the priority
numbers for the N devices. In Procedure 1, the
PAN coordinator first checks if the GTS
capacity is overloaded. In the IEEE 802.15.4
specification[3], the GTS capacity in a
superframe shall meet the following two
requirements.

® The maximum number of GTS slots to be
allocated to devices is seven.

® The minimum length of a CAP shall be
aMinCAPLength. The increase of the total
GTS period shall not result in the
reduction of the CAP length to be less
than aMinCAPLength.

If the requirements are met, the GTS capacity is
considered not to be overloaded. Provided that
there is sufficient GTS resources to
accommodate more devices, lines 5-11 of the
WHILE loop are executed. At each iteration of
the WHILE loop, a minimum Prix is selected
among P, and its value is compared with a
threshold value Ty. Ty is defined as

Th = ;JIIRBG.

where R is a constant, and 0 < R < 1.

The threshold Ty, is presented here due to the



consideration of the GTS traffic load. When the
traffic load is light (i.e., most of the devices
have high priority numbers), there is no need to
allocate too many GTS resources for the
devices. Too much dedicated bandwidth for
GTS usage in this case leads to the resource
wastage and even the degradation of overall
system performance. Instead, the GTS
bandwidth  shall be  transferred  for
contention-based accesses in CAP. To achieve
such a goal, the PAN coordinator has to detect
the workload for GTS traffic and filter
unnecessary GTS allocation by using the
threshold Th. From (1), the value of Ty is
dynamically adjusted and depends on the
maximum priority number M, a constant R and
the beacon interval determined from BO. As
the beacon interval increases, there is higher
probability that many devices have requested
the GTS service in the superframe. Based on
our priority assignment, the devices having
requested GTS are assigned small priority
numbers even though they only have one
request in the whole superframe. To prevent the
scarce GTS resources from distributing to those
devices with extremely low-frequency GTS
requests in such a long superframe, a stricter
threshold is needed.

In this case, the T, value is set to be much
smaller than M. On the other hand, in a short
beacon interval, the value of T, can be
increased, and the limitation for the device
selection can be more relaxed.

Based on the above discussions, the priority
number of the selected device k is compared
with the dynamic threshold Ty. If Prix - Ty (line
6), then the device k is scheduled in the GTS of

the current superframe.
5. Performance Evaluation

This section develops an simulation model to
investigate the performance of our adaptive
GTS allocation (AGA) scheme. Our developed
simulation follows the specification of IEEE
802.15.4 MAC protocol, and is validated by
our mathematical analysis. Without loss of
generality, several assumptions are made to
reduce the complexity of the simulation model
and described as follows.

® Only the GTS traffic is considered.

® All GTS transmissions are successful.
That is, GTS
retransmissions.

we do not consider

® Only the transmit GTSs for the uplink
traffic are adopted.

In the simulation model, a star topology with
one PAN coordinator and N devices (N=5 and

10) is adopted. Each simulation run lasts
100,000 beacon intervals (i.e., 49; 152 seconds).
The packet arrivals for each device form a
Poisson stream with the inter-arrival rate |
Two traffic types generated by devices are
considered, heavy traffic and light traffic. ,h
and ,l represent respectively the inter-arrival
rates for the heavy-traffic and light-traffic
devices. In the simulations, we have A =
0.3/s and A, = 0.1/s. Such the rate setting is
reasonable in IEEE 802.15.4-based WPAN
since IEEE 802.15.4 targets low-rate wireless
communications. Also, the ratio of the number
of heavy-traffic devices to that of all devices is
defined as v. Table 1 lists the input parameters
for our simulation model.



As to the output measures, average packet
waiting time is an important metric for our
proposed AGA scheme. Furthermore, a fairness
index F for packet waiting times is utilized to
among  different
traffic-type devices for our scheme. From [7], F
is defined as

measure the fairness

_ =N, wy?
- AT N —2
A Z?‘.:J_ W,

where N is the total number of devices in the
network, and Wi; is the average waiting time of
packets generated by the device i. In equation
(2), it is clear that 0= F= 1. When the
average waiting times for all devices are close,
the F value approaches to 1. On the other hand,
if the variation of the W; values becomes large,
F approaches to 0. Therefore, a large F implies
that each device obtains the GTS bandwidth
more fairly, and much probably, starvation will
not occur.

Figures 4 and 5 show the effect of v (the
percentage of heavy-traffic devices) on the
average packet waiting time and the fairness
index F for our AGA scheme and the original
scheme proposed by IEEE 802.15.4 standard.
When N = 5, Figure 4 (a) indicates that as v
increases (i.e., the number of heavy-traffic
devices increases), both the curves for average
packet waiting times of our AGA and the
original schemes decrease. The reason is that
for a small v, the dedicated GTS bandwidth is
almost occupied by the light-traffic devices.
The resources allocated to the light-traffic
devices would be released soon due to the
low-frequency packet arrivals. In this case, any
packet arrival at the light-traffic devices can not

have the immediate GTS usage, which incurs
the longer average waiting time. Conversely,
when the number of heavy-traffic devices is
large, most packet arrivals are placed in some
GTSs pre-allocated for the heavy-traffic
devices. Specifically, with more GTS usage, a
more precise prediction for our AGA scheme
leads to a smaller average packet waiting time.
From Figure 4 (a), for all v under investigation,
our proposed AGA scheme achieves a smaller
average waiting time that the original scheme
specified in IEEE 802.15.4 standard.

Based on the index F, Figure 4 (b) shows the
comparison of fairness provided by our AGA
scheme and the IEEE 802.15.4 original one. In
Figure 4 (b), we observe that F decreases and
then increases as v increases, which implies
that the un-fairness problem comes from
heterogeneity  of  devices. Also, the
decreasing/increasing rate of F for AGA is
smaller than that for the original scheme. In
other words, our proposed scheme is equipped
with the capability to provide more fair
transmissions among different kinds of devices
than the original IEEE 802.15.4 scheme.
However, we can observe that both the scheme
will not have serious unfairness when the
network is sparse (i.e., when N is small).

A similar phenomenon for the average waiting
time of our AGA scheme is observed in Figure
5 (@) compared with that in Figure 4 (a).
However, from 5 (a), we find out that for the
original scheme, the average waiting time
significantly increases and then slightly
decreases when v increases. This is because the
original scheme can not resist the rapid
workload increase with its un-flexible GTS



allocation presented by IEEE 802.15.4
specification. The raising of average waiting
time in the original scheme results from the
long-term GTS occupancy of heavy-traffic
devices. On the other hand, for a dense network,
our adaptive scheme provides much lower
waiting times than that for a sparse network
shown in Figure 4 (a). The curves for the
fairness index in Figure 5 (b) can further
explain why the rapid increase of the average
waiting time occurs at the original scheme.
Figure 5 (b) indicates that when 80% - v - 90%,
a serious unfair situation is observed in the
original IEEE 802.15.4 scheme, which implies
that most GTS resources are distributed to the
heavy-traffic devices and starvation of the
light-traffic devices may occur. However, our
proposed approach can retain a small waiting
time, and provide more fair GTS transmissions
for all devices.

6. Conclusion

To improve the performance of the GTS
mechanism for IEEE 802.15.4 WPANS in the
beacon-enabled mode, this paper presented a
new GTS scheme with dynamic resource
allocation  with  the
low-latency and fairness. Our proposed scheme

considerations  of

consists of two phases: device-classification
phase and GTS-scheduling phase. In the
device-classification phase, the priority for
each device intending to transmit data is
determined, and the GTS slots are adequately
scheduled and allocated according to the
priorities in the GTS-scheduling phase.
Performance evaluation for our AGA scheme
was conducted, and the capability of the
proposed AGA scheme was evaluated by a

series of experiments. Numerical results
indicated that in terms of average packet
waiting time and fairness, our proposed scheme
greatly outperforms the existing IEEE 802.15.4
implementations. This work has been accepted
in IEEE International Conference on
Communications (ICC’06), and is under
revision in IEEE Transaction on Parallel and

Distributed Systems.
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Procedure 1 DEVICE SCHEDULING( )

1: Assume that there are N devices in the WPAN

2: P ={Priy, Prig, -+, Priy}

3. T, = MRP? where K and R are constants

1: while The GTS capacity is not overloaded do

5 Find a device k such that Prip € P is the minimum number of P

6: if Prip < 1} then

T The device k will be scheduled in the GTS of the current superframe
8: Remove Pri; from P

9:  else

10: break;

11:  end if

12: end while




Parameters value
Frame Size 1288
Transmission Rate 250kbps
Network Topology Star topology
Number of Devices 5 and 10
BO=S0O 5
Bufter Size of Each Device 100
AL 0.3/s
Al 0.1/s

Table 1: System Parameters
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