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Abstract 

A new IP over WDM protocol with routing and transport capabilities is proposed. This protocol utilizes the 
concept of label switching and wavelength information of Wavelength Division Multiplexing (WDM). This 
protocol uses labels and length information as the physical transport framing and data link delineation at the 
same time and can handle routing processes in the core network. Thus, it can speed up the processes in future 
terabit networks. The transport adaptation and encapsulation scheme of this protocol is simple and transparent to 
protocol data unit. Most of all, this protocol not only provides transmission mechanism, but also integrates the 
Multiprotocol Label Switching (MPLS) traffic engineering control concept as the IP transport and switching 
control plane. In this paper, we present the adaptation and encapsulation scheme of the proposed protocol and 
analyze its framing and delineation performance. 

1 Introduction 

While IP Backbone systems are being realized using 
Synchronous Optical Network / Synchronous Digital 
Hierarchy (SONETEDH) and Asynchronous Transfer 
Mode (ATM) technologies, existing transport net- 
works will not yield the bandwidth-effective trans- 
porting and routing schemes for IP traffics. This is 
because that exiting telecommunication networks are 
being designed for traditional telecommunications 
services in mind, and not specifically for IP traffic. 
The integration of IP and Dense WDM (DWDM) has 
been the most popular research and development area 
for next generation Internet [ 11. 

MPLS is rapidly emerging as an Internet Engi- 
neering Task Force (IETF) standard [2,3]. MPLS in- 
tends to enhance the speed, scalability, and service 
provisioning capabilities in the Internet. MPLS uses 
the technique of packet forwarding based on labels, to 
enable the implementation of a simpler high- 
performance packet-forwarding engine. MPLS is best 
viewed as a 2.5th layer protocol, integrating layer 2 
and layer 3 functions. With this point of view, optical 
label switching has been deemed as the most probable 
technique for the future all optical networks [I]. 

However, at the present time, due to the gap to suc- 
cess of optical elements, optical labeling is not so re- 
alizable. Other techniques using optical sub-carriers 

to carry the labels may suffer the optical transparent 
problem in all optical networks. For this sake, we 
need to reconsider 1 )  the properties of optical trans- 
mission, 2) the properties of IP traffic, and 3) future 
requirements for IP backbone traffic. What we need 
are as follows: 1 )  an IP over WDM transport mecha- 
nism that can handle physical framing, data link de- 
lineation and part of layer 3 routing functions at the 
same time. This mechanism also needs to speed up 
the processing, while keeps transparent to all optical 
networks as possible. 2) As for IP traffic properties, 
we need additional traffic engineering models as the 
control plane for IP networks. In other words, we 
need a high-speed asynchronous transport mechanism 
integrating with label switching techniques and the 
advantages of control plane functions. This mecha- 
nism must be able to migrate to future all optical net- 
works smoothly. 

In this paper, we propose a new IP over WDM 
protocol with routing and transport capabilities. This 
protocol utilizes the concept of label switching and 
integrates MPLS and WDM technologies. This proto- 
col uses labels and length information as the physical 
transport framing and data link delineation at the 
same time, and can handle routing processes in the 
core network. The proposed protocol performs physi- 
cal framing, data link delineation and part of layer 3 
routing functions in one process. Thus, it can speed 
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up the processes in future terabit networks. The trans- 
port adaptation and encapsulation scheme of this 
protocol is simple and transparent to protocol data 
unit. Most of all, this protocol not only provides 
transmission mechanism, but also integrates the 
MPLS traffic engineering control concept as the IP 
transport and switching control plane. This protocol 
provides simplest and fastest framing architecture for 
asynchronous and variable length packet compared 
with [4,5]. It can migrate into future all optical net- 
works without further modification as long as optical 
elements can handle label switching and checking. By 
applying the protection and restoration functions at IP 
layer, this protocol can further reduce the cost and 
complexity of the systems for future all optical trans- 
port networks. However, these topics including 1) 
network scenarios, 2) combining MPLS traffic engi- 
neering model with DWDM network elements, 3) 
protection and restoration at IP layer [6] and 4) net- 
work management, etc., are going to be submitted in 
subsequent papers and will not be presented in this 
paper. The performance of the proposed protocol 
utilizing MPLS concept as the physical layer trans- 
mission mechanism will be described in detail in the 
subsequent sections. 

2 Transmission Format of the 
Proposed Protocol 

The concept of the proposed IP over WDM proto- 
col is not merely an IP over DWDM adaptation and 
encapsulation scheme, but also the concept of utiliz- 
ing MPLS Label Distribution Protocol (LDP/CR- 
LDP) as the DWDM network signaling protocol. It 
also integrates MPLS traffic engineering control for 
optical network elements. However, each transport 
protocol does have its own framing and encapsulation 
method. In this section, we will first introduce the 
transmission format of the newly proposed IP over 
WDM protocol. 

Fig. 1 Physical and Data Link Layer Frame Delinea- 
tion of the Proposed IP over WDM Protocol 

The transmission format of the proposed protocol is 
shown in Fig. 1. The frame encapsulation is done by 
using <Label> <CRC- 16> <Length> C R C -  16> 
<Control> and followed by the protocol data unit of 
variable length and a <CRC-32> field as the trailer for 
payload CRC checking. As shown in Fig. 1, the “La- 
bel” field has two bytes and is used as the label 
switching function. The CRC-16 circuit with gen- 
erating polynomial: g(x) = X“ + x” + X’ + 1, is used to 
check if the “Label” field is correct or not during 
searching process of re-framing. These bytes with 

“Label” field together form the framing indication of 
physical layer. The “Length” field together with the 
second CRC- 16 bytes is used to indicate the length of 
the protocol data unit, and to be the data link layer 
frame delineation. Once the framer arrives at the 
“Sync” state, the CRC-16 check circuit is triggered as 
the single-bit error correction circuit (so does at the 
“Post Sync” state). So, the framer just need one CRC- 
16 and one logic control circuit which records the 
status of the framer and controls the operation of 
CRC-16 circuit to be multiple errors detection or sin- 
gle-bit error correction. This simplifies the hardware 
of the framer a lot. “Control” field is used to indicate 
the type of protocol data unit, scrambler synchroniza- 
tion status and maintenance information (not going to 
be discussed in this paper) like the functions listed in 
[4,5]. Since these bytes can be used in multi-purpose, 
we just leave them there as option bytes and may use 
these bytes in subsequent papers. In this paper, they 
are less significant than the framing and delineation 
bytes, so we do not intend to investigate them at the 
present time and will focus on the first four fields to 
see if this framing and delineation mechanism is fea- 
sible and outstanding than others. 

In order to avoid the inefficiency of using preamble 
techniques as the bit synchronization method, there 
must have the inter-packet fills to maintain the chan- 
nel continuity. Those idle inter-packet fills contain 
only the necessary <Label>, <CRC-16>, <Length> 
and <CRC-16> fields. Maintenance packets like those 
to deliver OAM messages will have additional <Con- 
trol> and <CRC-32> fields. These OAM packets will 
periodically be inserted into optical channel with 
higher priority than the normal data packets. The op- 
timal period of the OAM packets and related usage 
and functions will be given in the subsequent papers. 

We propose 16 bits for labels in the proposed IP 
over WDM protocols. To accommodate all the ad- 
dressing range, i.e., 2’O, and incorporate the technolo- 
gies of wavelength routing, we adopt 16 different 
wavelength,a~,,a,,...,a,, , as a group of MLPS path ad- 
dresses. In that way, we can fully utilize the wave- 
length information while keeping electrical labels as 
small as possible. In this case, it is possible that we 
could integrate the MPLS technologies with wave- 
length routing. These similarities between wavelength 
and label have been used for combining MPLS traffic 
engineering control with optical cross-connects 
(OXCs) [7]. Additional need for a General Switch 
Management Protocol (GSMP) [8] or GSMP-like 
protocol to interface the optical router gear [9] may 
also be considered. This part of adaptation and inte- 
gration with MPLS, wavelength routing, MPLS traffic 
engineering control is related with the network sce- 
nario of the proposed IP over WDM protocol and will 
be discussed in subsequent papers. 
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3 Analysis of Framin and 
Encapsulation Per B ormance 

The beauty of transport function of the proposed IP 
over WDM protocol, is its simplicity in the framer. 
To find the frame in “Sync” state at the first time that 
the system is powered up or at the time of re-framing 
after loss of frame detected, the framer is in “Hunt” 
state. The framer uses byte-by-byte search to find the 
first valid CRC-16 sequence of label field. The fram- 
ing and delineation state transition diagram of the 
proposed TP over WDM protocol is shown in Fig. 2. 
The framing state transition diagram consists of four 
distinct states: “Hunt”, “Presync”, “Sync” and “Post 
Sync” states. Fig. 2 is not the same as the state transi- 
tion diagram shown in [4,5] and ATM circuits [lo], in 
which the state transition diagram has only three dis- 
tinct states: “Hunt” “Presync” and “Sync” states. 

- .. . a Label’s 
Correctable 

[ Ctt:;:ble [\ \ 
CRC Not Found 

Correctable 
CRC Found 

Length’s 
Correcta ble 

CRC Not Found 

Label’s 
CRC Not Found 

Fig. 2 Framing and Delineation State Transition Dia- 

The procedure of framing and delineation is as 
follows: When the framer is first powered up or in the 
state of re-framing, the framer tries to find out the 
first valid Label field in a byte-by-byte shifting and 
checking manner. If no valid header is found, the 
framer continues the shifting and check processes, 
i.e., staying in the “Hunt” state. Once upon finding 
such a valid CRC-16 sequence, the framer moves to 
the “Presync” state, and records the status of framing. 
The control logic of framer, at this state, continues to 
perform the second CRC-16 checking for the subse- 
quent specific 4 bytes (Length field + second CRC- 16 
field) to find out the second correct CRC-16 pattern 
of Length field. If the framer fails in finding the sec- 
ond valid CRC-16 pattern after subsequent 4 bytes, it 
then returns back to the “Hunt” state. If it finds the 
second valid CRC- 16 sequence, the framer goes into 
“Sync” state. At that point, the framer is considered in 

gram 

frame. The framer determines from the Length field 
to find out how many bytes there are until the begin- 
ning of next Label field of next frame. 

Once the framer gets into the “Sync” state, the 
control logic circuit of framer enables the CRC-16 
error checking circuit into a single-bit error correction 
circuit. The framer now detects the CRC-16 sequence 
with no error bit and with one error bit pattern for the 
Label and Length field of next frame. If it does not 
find the next single-error correctable CRC sequence, 
it goes back to the “Hunt” state to perform the 
searching process again. If the framer detects the first 
correctable CRC sequence of Label field of next 
frame, it goes into “Post Sync” state (with CRC-16 as 
a single-bit error correction circuit). The framer then 
continues identifying the subsequent 4 bytes with 
CRC-16 as single-bit error correction circuit to see if 
they are correctable for the Length field. If not cor- 
rectable, the framer goes back into “Hunt” state to 
perform shifting and checking process. If the framer 
finds out the correctable CRC-16 sequence of the 
Length field, it goes into “Sync” state again and 
maintains the CRC- 16 circuit in single-bit error cor- 
rection status. This process continues until lost of 
frame detected and all the re-framing processes go 
over again. 

There are three statistics that are very important in 
determining the framing performance of framing al- 
gorithms: 

1) Probability of loss of frame (PLF) 
2) Probability of false frame (PFF) 
3) Mean time to frame (MTTF) 

We are going to analyze them as follows. 

3.1 Probability of Loss of Frame 

It is worth to note that at the receiver side, the framer 
is first delineated using <Label> and <CRC-I6> to 
arrive at “Presync” state and then using <Length> and 
second <CRC-I6> fields to get into “Sync” state. 
Probability of loss of frame (PLF) is directly a func- 
tion of optical channel bit error rate (BER). Once the 
synchronization is achieved, single-bit error correc- 
tion is activated. Thus, for a loss of frame, more than 
one error in the <Label> and <CRC- 16> fields or less 
than one error in <Label> and <CRC-I6> fields but 
more than one error in <Length> and second <CRC- 
16> fields is required. Since all these fields are 2 
bytes and the single-bit error correction is enabled, 
the probability of the frame loss due to the channel 
corruption in framing and delineation is: 

where, pLF,, is the probability that loss of frame 
happened in checking valid CRC-16 sequence of 
Label field and PLFkw, is the probability that loss of 
frame happened in checking valid CRC- 16 sequence 

PLF = PLF,,*, + PLFhWy, . . . . . . . . . . . . . . . . .. . . . . . . . . . . [ 11 
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3.3.1 MTTF Search Process 

To consider the worst case, a search process is ini- 
tiated just one byte after the correct frame alignment 
position. Therefore, all the n bytes in each packet, 
where n is variable for each packet, have to be 
checked. For the first (n-1)  byte position, a search 
process takes time to verify them wrong. If the pay- 
load simulates the CRC-16 sequence, a confirmation 
process is called in to detect its falsehood. After the 
falsehood is detected, the search process is re-initiated 
and the next byte position is checked. At the n th byte 
position the search process accepts it. 
Using the technique of probability of generating 
function (PGF) in the generalized state transition dia- 
gram of Sitter [ 121 and also in [ l l], we can derive the 
state transition diagram of search process as shown in 
Figure 5. The search process moves from the byte po- 
sition i to i + 1 in one byte duration. Since the pro- 
posed protocol is a packet based framing and delinea- 
tion architecture, the more meaningful units in quali- 
fying the MTTF duration is in packets. So, we denote 
one byte duration as I/n packet, where n is the 
packet length in bytes. If the CRC- 16 pattern of Label 
header is simulated, the confirmation process takes 
4/n packet to detect its falsehood. The probability of 
CRC- 16 pattern is simulated by the payload is ps and 
is equal to 1/2l6 . The probability of not being simulat- 
ed as the CRC- 16 pattern is qs and is equal to 1 - ps . 
If the simulation continues happening, the framer will 
go into the false framing state and the probability of 
staying in LLSync'' state and "Post Sync" state is p ,  
which is equal to 33 x ps and the probability of back 
to "Hunt" state is qsr which is equal to 1 - p s r .  From 
Fig. 5, we then can show that the PGF of the state 
transition from state i to i + 1 is given by: 

"-A . . .  
4 "-4 4 -  

1 4  - PSLZ " & ,z: + PSZ"[q,Z~ + PSZ"q,Z" +PJ" I-p,z 
I J 

[61 z q,z" + P,g,Z' ..................................... 
The maximum mean time to frame requires the 

falsehood detection for the first ( n - 1 ) byte position 
and a correct CRC-I6 pattern for the last n th byte 
position. Therefore if the correct CRC-16 pattern is 
not corrupted by optical channel bit errors, the search 
process takes the signal transfer function r(2)  to the 
right position, where r(2)  is given by: 

I 4 1  

r ( Z )  = [q ,Z; ( l+  P ,Z; ) ] - ' z ;  

shows the state transition diagram of the reframe de- 
claration procedure. After the correct position is 
found, the probability that the framer goes into "Pre- 
sync" state is P, . And P, is equal to the (1 -e)", 
where 9 is the optical channel BER. The probability 
that the CRC-16 pattern is corrupted by the channel 
noise is q, , which is e ual to 1 - P,. 

B..dz, 

q 2  
Fig. 6 Reframe Declaration Procedure 

to "Sync" state is given by 
The overall transfer function from the "Hunt" state 

A 

....................... P I  p ; z ( Z ) z G  
PRF ( Z )  = 

- qDr(z)[l + PDz'l 
which is the PGF of maximum average MTTF. 
Therefore, the maximum average MTTF, T, is 
given by 

T, = PL (1) 

r91 =-$r ( l ) + n p D ]  ............................... 1 8  4 

PD 
Fig. 7 (a) to (a) show the maximum MTTF with 

packet length 65535 bytes, 1500 bytes, 354 bytes and 
576 bytes, respectively. These packet lengths are 
typical lengths found in the proposed protocol and in 
[1,4]. The packet length of 1500 bytes is the 
maximum transfer unit (MTU) of Ethernet and the 
length of 576 bytes is the length that all routers must 
support. 

.................................. =q,- 'z( l+p,Z")"'  [71 
01 
10"' 10.' 
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3.3.2 MTTF Confirmation Process 

After the correct position of CRC-16 pattern is 
found, the confirmation process is called in. Fig. 6 

Fig. 7(a) Maximum Mean Time To Frame versus 
Channel BER with Packet Length 65535 
Bytes 
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Fig. 7(b) Maximum Mean Time To Frame versus 
Channel BER with Packet Length 1500 
Bytes 

From Fig. 7 (a) to (d), we can see that when optical 
channel BER is less than lo-’, the maximum average 
MTTF is almost equal to one frame. This is quite 
straightforward, since the proposed protocol is 
actually in “Sync” state in less than one packet 
duration. The maximum average MTTF will be at 
most one packet to get into “Sync” state. This is much 
faster for the framing of variable packet length than in 
[4,5]. Each different length packet arriving at “Sync” 
state is almost the same at channel BER less than lo-’. 
We can see that although the packet length is a 
random variable and will affect the accuracy of actual 
MTTF results, we still can conclude that the MTTF 
will be almost less than one packet. 

4 Conclusion 

In this paper, we present a new IP over WDM pro- 
tocol, which is asynchronous and variable packet 
length. This protocol is suitable for high-speed WDM 
of IP transport networks. The framer architecture is 
simple and gets satisfactory performance. The pro- 
posed protocol is transparent to the protocol data unit 
and can support multi-protocols. It is also transparent 
to all optical networks with minimum delay. This 
protocol can migrate to future all optical networks 
without any further modification as long as optical 
elements can handle label switching and error check- 
ing. The proposed protocol integrates the concept of 
MPLS and wavelength routing. This protocol can per- 
form physical framing, data link delineation and part 
of layer 3 routing functions in one process. It is very 
suitable for IP over WDM transmission. 

10.’~ 10“ 
Channel EER 

Fig. 7(c) Maximum Mean Time To Frame versus 
Channel BER with Packet Length 354 
Bytes 
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