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Abstract 

In this paper, a new two dimensional (2D) adap- 
tive filter structure is developed. It is based on mod- 
eling the impulse response of the 2D IIR systems as 
a finite linear combination of a set of 2D Laguerre 
orthonormal functions. When long impulse response 
system is required to identify, computer simulation 
shows that the 2D Laguerre filter has better perfor- 
mance than the conventional 2D FIR filter at the same 
computation cost. 

1. Introduction 

Adaptive IIR filtering has recently drawn great 
interest among researchers in the adaptive signal pro- 
cessing community [l]. This is due to its potential of 
achieving better performance and more computation- 
ally efficient than adaptive FIR filters. Despite such 
a relative success, FIR systems are almost used exclu- 
sively. This is due to the difficulty of ensuring stability 
and the existence of local minima in the error surface 
of IIR system. 

In order to obtain simultaneously desireable fea- 
tures of both IIR and FIR system: trivial stability 
and computational efficiency, many researchers have 
used orthogonal functions such as Laguerre, Legendre 
polynomials to approximate IIR systems [2]-[4]. In 
system identification and echo cancelling, these ideas 
have been shown very successful. However, all adap- 
tive algorithms are restricted to 1D filter case. The 
2D adaptive algorithm is still not investigated. 

In this paper, we derive a new 2D adaptive algo- 
rithm using 2D Laguerre sequence. This filter has 
the desirable stability, unimodal error surface, and 
modular implementation. When 2D Laguerre filter is 

required to identify 2D system with long impulse re- 
sponse, computation simulation shows that it has bet- 
ter performance than the conventional 2D LMS FIR 
filter [5]. 

2. 2 D  Adaptive Laguerre Filter 

2.1 2 D  Laguerre functions: 
In the following, the 1D Laguerre function is first 

reviewed. Then we extend it to 2D function case. 
Fact 1: Let the Z transform of 1D Laguerre sequence 
l k  ( n ,  b) denoted by 

.. . 

then it can be shown that 

< I k l ( n ,  b) ,  lk2(n,  b )  >= b(k.1- k2) (2) 

where 0 < b < 1 and 6( .) is delta function. 
Fact 2: Let the Z transform of 2D Laguerre sequence 
Iklk2(m, n)  denoted by 

m m  

then it can be shown that 

< l k l k 2 ( m ,  n ) ,  lksk4(m, n)  >= 6 ( k l -  k3)6(k2 - k4) 
(4) 

where 0 < b l  < 1 and 0 < b2 < 1.  
2.2 Filter Structure 
The input-output relation of 2D linear time invari- 

ant (LTI) causal system is given by the convolution 
sum 
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Now, impulse response h(m, n )  is expanded in term of 
2D Laguerre orthonormal sequence (Ik.kz(m, n)}:  

m m  

where 
W k l k 2  =< h(m, n ) ,  Iklk2(7% .) > (7) 

Substitute eq(6) into eq(5) and change the order of 
summation, we get 

m m  

k1=0 k2=O 

where 
m o o  

(9) 
i = O  j = O  

In practice, only a finite number of Laguerre sequences 
can be used. As such, eq(8) is trunced into following 
finite summation terms: 

M N  
y(m,n)  = W k l k Z V k l k 2 ( m , n )  (10) 

kl=0 k 2 = 0  

Thus, we can implement 2D Laguerre filter by the 
structure shown in Fig.1. When b l  = 0 and b2 = 0, 
this filter reduces to the 2D FIR filter. For b l ,  b2 # 0, 
this filter is IIR type and its stability is guaranteed if 
0 < lb l l  < 1 and 0 < Ib21 < 1. 

2.3 Memory Area Versus Filter Order 
Memory depth concept has been used to study the 

performance of 1D gamma filter [6]. Here, we intro- 
duce similar memory area (MEMA) concept to discuss 
the properties of 2D Laguerre filter. The memory area 
A E M A  for the MxNth  order Laguerre filter is defined 
as 

0 0 0 0  

m=O n=O 

= ("1 + P l W ( " 2  + PZN) 

where 

16 1 , 2  
1 + b,dm 

(1 - bi)' Pi = 

Next we define the spatial resolution R of the filter 
as the number of free parameters per unit of area in 
the filter memory. This is equivalent to the number 
of free parameters ( M N )  divided by the memory area 
M E M A :  m - 1 7  

M 1V R=- 
M E M A  

The following formula reflects the tradeoff of resolu- 
tion versus memory area for fixed M and N:  

M N  = M E M A x R  (12) 

Such a tradeoff is impossible in 2D FIR filter, since 
the fixed choice of b l  = 0 and b2 = 0 set the memory 
area and resolution to M E M A  = M N  and R = 1. 
However, in 2D Laguerre filter, the memory area and 
resolution can be adapted by variation of b l  and b2. 

As an example, assume a signal y(m,n)  whose 
dynamics is described by a system with 2 parameters 
and maximum delay 5x10: 

y(m, n) = 0.6t(m-1, n-2)+0.5t(m-5, n-10) (13) 

If we try to model this signal with a FIR filter, the 
order choice M = 5, N = 10 leads to overfitting. How- 
ever, M < 5 ,N  < 10 leaves the filter unable to incor- 
porate the influence of t(m-5, n-10). In 2D Laguerre 
filter, the choice M = l , N  = 2 and b l  = 0.5, b2 = 0.5 
leads to 2 free parameters and memory area of 50, it 
is obviously a more efficient structure. 

2.4 Adaptive Algorithm 
In the following, we will derive an adaptive algo- 

rithm for on-line estimation of the expansion coeffi- 
cients w k l k 2 .  If d(m,n) is the desired response, then 
the output error will be given by 

In general, the filter parameters are updated by min- 
imizing the mean squared error, i.e., 

1 
2 

J = - E  (e2(m,  n ) )  

If steepest descent algorithm is used, then filter pa- 
rameters can be updated by 

where iteration number j = m P  + n if the size of 
t(m,n) is P x P .  It means that the filter parameters 
are updated line by line. Let us use the instaneous 
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value of J to replace its ensemble average value, then 
we have 

performed with Matlab on a IBM PC compatible com- 
puter. The parameters used are M = 2,N = 2, and 
step size U = 0.05. In order to study the effect of 
parameters bl, b2 on the filter performance, we show 
the relative total error 0 = E(e2(m, n ) ) / E ( d 2 ( m ,  n)) 
in Fig.2 after LMS algorithm convergence. It is clear 
that the 2 x 2 2D FIR filter (bl = 0, b2 = 0) performs 
poorly (0 = 0.3502) whereas 2D Laguerre filter with 

(18) (bl = 0.5, b2 = 0.7) performs well ( p  = 0.0006). Thus, 
when the number of free parameters is fixed, 2D La- 
guerre filter provides a better modeling characteristics 
than 2D FIR filter. 

(17) 
U ae2(m, n) 
2 a W k l k Z  

W k l k 2 ( j  + 1) = W k l k Z ( j )  - - 

From eq(14), we get 

ae2(m7 = -2e(m, n ) V k l k 2 ( m ,  n) 
a w k l k Z  

Thus, adaptive algorithm can be written as 

W k l k 2 ( j  + 1) = w k l k Z ( j )  + Ue(m, n ) V k l k Z ( m ,  n) (19) 

The step size U is sufficiently small for ensuring con- 
vergence of algorithm. 

3. Conclusion 

2.5 Convergence Condition In this paper, a new 2D adaptive Laguerre filter 
In the following, the stability condition of the is developed. When long impulse response system is 

mean weight is performed when input signal z (m,  n) required to identify, computer simulation shows that 
is white noise. the 2D Laguerre filter has better performance than the 
Fact 3: If z ( m ,  n) is zero mean white noise process conventional 2D FIR filter at the same computation 

cost. with variance U' ,  then it can be shown that 

< V k l k Z ( m ,  n), V k 3 k 4 ( m ,  n) >= 0~6(kl-k3>6(kZ-k4) 
(20) References Now, taking expected values of both sides of eq( 19) 

and assuming the weight at the iteration number j is 
independent of V k l k Z ( m ,  n ) ,  yields a difference equa- 
tion describing the mean value of the weight: 
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Fig.1 2D Filter Structure Using Laguerre function. 

0 "  

Fig.? Performance index B as a function of b,, 62 for IIR system identification 
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