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Abstract

Electronic commerce on the Internet isa
future trend of the daily transaction. More
and more el ectronic commerce systems on
the Internet are proposed by corporations.
Since the dispersion of sites of corporations,
consumers spend much of time to search
different sites for comparing the products.
Furthermore, the security systems of different
corporations are inconsistent. These cause the
inconvenience of al the consumers,
merchants, and banks.  So, integrated
el ectronic commerce systems on the Internet
are more and more popular, as supermarkets
and malls replace the traditional shops.

In recently years, the Internet has
become ubiquitous. The size of the network
grows quickly and a tremendous amount of
data flows on the Internet at any time during
the day. Therefore, how to place data in the
network to reduce the traffic load, which in



turn increases the utilization, is an important
issue. We design severa mechanisms to
decide the best location at which data are
stored in the network. To this end, we take
advantage of many concepts and designs
originated in, for example, the list update
problem, the k-server problem and the paging
problem. We aso simulate these algorithms
in order to analyze their performances. In our
simulation, we study the behaviors of data
accesses and movements among servers in a
mesh network

Keywords. Electronic commerce, Internet,
the server problem, simulation.

In recently years, computer networks
have become ubiquitous, and consequently,
the research in this area is full of vitality.
Million of people connect their computers by
an immense network, namely the Internet.
Using the Internet, people communicate with
each other by sending e-mail or conducting in
video-conferencing. Because more and more
people are connected to the Internet. The size
of the network grows quickly and a
tremendous amount of data flows on the
Internet at any time during the day. Therefore,
how to place data in the network to reduce
the traffic load which in turn increases the
utilization is an important issue, which has a
profound impact on the efficiency of the
network.

There are many services provided by a
variety of serversin the Internet. If one server
provides popular data in the network and
many users want to access it in particular
when there is only one copy of the datum [12,
14], it is important to decide which server to
store the data in order to reduce the total
access cost. Such a server-related problem is
going to be studied in depth in this thesis.

We design severa mechanisms to
decide the best location at which data are
stored in the network [3, 4, 6, 10, 13 ]. To
this end, we take advantage of many concepts
and designs originated in, for example, the
list update problem, the k-server problem and

the paging problem. Many algorithms for
these problems have been proposed in the
literature [2, 3, 4, 6, 8, 10, 11 ]. Among them
are the Move to Front, Transpose, Move to
Middle, BIT, BIT and Move to Middle
heuristics, for example. Since the server
problem in real networks is much more
complicated than the simplified k-server, list
update and paging problems, it is very
difficult to solve the server problem
anaytically. As a result, resorting to
simulation in the analysis of the “ general”
server problem seemsto be inevitable.

In our simulation, we study the
behaviors of data accesses and movements
among servers in a mesh network. In
comparison with ring and star topologies
commonly seen in local area networks,
meshes represent an architecture which is
much more different to analyze. Hopefully,
the experiences and results learned from
studying meshes will alow us to better
understand the more complicated behaviors
encountered in general network.

We assume that our system topology is
an n” m mesh and each crossing point in the
mesh, as shown in Fig.1.
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Fig.1 Mesh topology

There are two types of costs, namely
access cost and move cost, in the cost model
of our smulation. When server A wants
server B to serve a request, server A first
finds where the data is. After the access of
the data is completed, one has to decide
which server, server A or another server, is
going to store the data. The cost involved in
first step is mainly the access cost and the
second step is concerned with the move



cost. Both access cost and move cost are
defined by the distance between the two
servers involved. The exchange cost has two
kinds of modes. free exchange and paid
exchange in the list update problem. The
exchange cost in the free exchange mode is
zero; others are paid exchanges. Such a
classification, however, it is not appropriate
in our network because data transmission
between servers involves not only access cost
but also move cost. So move cost is not free
in network and we should not ignore it. But
some move operations can be done when
network flow is not heavy. For example, less
frequently used data can be moved in the
night or on holidays if they are accessed only
one time. So we can define severa kinds of
mode to give different weights to access cost
and move cost.

Server request sequences and data
request sequences are two important factors
in the simulation. A server request sequence
indicates which server issues request in each
time step. A data request sequence indicates
which datais used in each time step. We give
severa Situations that are of interest in
practice. We have three kinds of sever
request sequences:

(A). All servers have the same service
frequency.
(B). Some servers are accessed more
frequently than others.

(C). Accesses are carried out randomly.

The data request sequence is also an
important factor in our simulation. It
specifies the data to be accessed in each time
step. We consider five types of data request

sequences.
1 All items in the data request sequence
are the same.

I The data request sequence contains two
kinds of items and both have the same
weight.

I The data request sequence contains two
kinds of items with different weight.

I Fixed amount of data occupies the mgor
part of the access sequence.

I 80% accessesis selected from 20% data.

In the system we use five algorithms to
simulate the one-server problem and three
algorithms to simulate the two-server
problem. In the two-server problem
simulation, each datum has two copies in the
network and any pair of data will not be in
the same server. The five algorithms used for
the one-server problem are Move to Front,
Transpose, Move to Middle, Bit, and Bit and
Moveto Middle. The agorithms for the
two-server problem are Balance, Greedy and
harmonic.

In our ssimulation, we give two different
topologies for comparing their performances
with respect to a variety of algorithms. Mode
1 is a 40 40 mesh and mode 2 is a 20" 40
mesh, as shown in Fig. 11 and Fig. 12,
respectively. Each mode contains some
properties about the underlying network
topology. Table 1 is the related parameters
about two modes in the one-server simulation
environment. Table 2 is the related
parameters in the two-server simulation
environment.

Both in the one-server and the two-
server simulations, the width, the length, the
number of servers, and the number of data
types are al the same. They only differ in the
number of data and the cache size. The two-
server simulation gives each data two copies
in the network and one-server mode only
contains one copy. Therefore, all servers need
double cache size in the two-server
simulation. Furthermore, we initialize that
the same data are set in different servers in
the two-server simulation.

Model  |Mode2
Width 40 20
Length 40 40
Number of server |1600 800
Number of data |6400 6400
Data type 6400 6400
Cache size 4 8




Table 1 Parameters in the one-Server
simulation.

Model | Mode2
Width 40 20
Length 40 40
Number of server| 1600 800
Number of data 12800 12800
Data type 6400 6400
Cache size 8 16

Table 2 Parameters in the two-server
simulation.

Some of our simulation results for the
two-server case are shown below.
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Fig. 3 Server generation rule A
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Fig. 2 is the simulation results of rule A of
the data request sequence generation rules.
Greedy performs better than others in free
exchange mode and paid exchange mode. It
improves on NM 60.36% in free exchange
mode and 18.22% in paid exchange mode.
Fig. 3 and Fig. 4 have the same results with
Fig. 2. In Fig. 29, Greedy improves on NM
60.2% in free exchange mode and 20.4% in
paid exchange mode. In Fig. 4, it improves
on NM 60.78% in free exchange mode and
21.56% in paid exchange mode improves.
From our simulation result, if data access has
higher degree of locality, Greedy can get
more advantage.

In this research, we have introduced
several algorithms to make decisions about
where to put the data after accessing in a
network for the purpose of decreasing future
access cost. These agorithms come from
three well-known on-line problems, namely
the list update problem, the k-server problem
and the paging problem, which are related to
electronic commerce. We have aso
simulated these agorithms in order to
anayze their performances.

Because the previous electronic
commerce systems on the Internet are small
and local, few systems consider the
performance control issues. As the
integrated electronic commerce systems on
the Internet are popular, the consideration of
performance control studied in this research
will be helpful for enhancing the system
performance.
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