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Abstract

The second year of research includes three
tasks (1) development of fast simulation for solving
the Markov decision process formulation of
dispatching problem by combining ordinal
optimization and policy iteration, (2) investigation of
applicability of re-enforcement learning to Markov
decision process formulation of dispatching problems,
and (3) niche assessment by literature survey of
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