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Abstract

The third year of research efforts developed
scheduling methods in three aspects. (1) The
design of ordina optimization-based value
iteration agorithm (OOBVI) combines ordina
optimization (OO) with simulation-based value
iteration (SBVI) into an efficient method for
solving complex stationary Markov decision
problems (StIMDPs). The method lays a
foundation for dynamic composition of production
scheduling policies via quick simulation. (2) A
reverse auction-based model captures the gaming
interactions between order assignments from a
design house and the production
planning/scheduling  of individual  contract
manufacturers  (fabs). The model enables
quantitative analysis and simulation study of the
production planning/scheduling policies in a
co-opetition setting.  (3) A study compares

Lagrange relaxation-based and Tabu search-based
single machine scheduling agorithm over a
satellite imaging problem.

Keywords: Ordinal Optimization, Smulation,
Value Iteration, Algorithm Design, Reverse
Auction, Production Scheduling
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At fab operation control level, magor
scheduling problems include how wafers should be
released into a fab and how they should be
dispatched among tools for processing. A
popular practitioners’ approach for composing a
dispatching policy for the whole fab is to select
from the empirical scheduling rules available for
individual tool groups. Dispatching rules for
each tool group should be designed based on the
specific characteristics and operation goals of the
tool group. Empirical or heuristic rules are
collected for individua tool groups. Theindustry
of VLS| wafer fabrication has indicated a strong
need for an efficient simulation tool for
dispatching policy composition from the existing
library.

Policy composition by using the traditional
simulation approaches is not fast enough in
computation for fab dispatching. Recent research
[1] has shown that comparing relative orders of
performance measures converges much faster than
the performance measures do. This is the basic
idea of ordinal optimization (O0O). OO can be
used as a means for solving dispatching rule
selection problems if our goal is to find a good
enough scheduling policy rather than to find an
accurate estimate of the performance vaue of a
scheduling rule.

Hsieh et a. [2, 3] has applied OO in
conjunction with a technique called optimal



computing budget allocation(OCBA) to dynamic
selection of scheduling rules for fabs and has
shown its potential for real applications.
However, a homogeneous set of dispatching rules
among tool groups is assumed in [2]. As the
number of candidate policies grows in a
combinatoria way with the number of tool groups,
a brute-force application of the OO and OCBA
method to selecting a good policy is till
infeasible.

In the first year research we designed a fast
simulation methodology by an innovative
combination of the notions of ordinal optimization
(O0) and design of experiments (DOE) to
efficiently select a good scheduling policy for fab
operation, where the DOE method is exploited to
largely reduce the number of scheduling policy
combinations among various tool groups to be
evaluated by the OO-based simulation.
Simulation results of applications to scheduling
wafer fabrications show that most of the OO-based
DOE simulations require 2 to 3 orders of
magnitude less computation time than those of a
traditional approach.

The second year of research developed a fast
simulation for solving the Markov decision
process formulation of dispatching problem by
combining ordina optimization and policy
iteration. We aso investigated the applicability of
re-enforcement learning to Markov decision
process formulation of dispatching problems and
assessed the needs for a logistic information
service provider for the eectronics industry of
Taiwan.

In the third year of research, we aimed at the
following three objectives based on our research
results of the first two years:

(1) to design an efficient and simulation-based
method for dynamic selection of a production
scheduling policy from available options over
time,

(2) to model the gaming interactions between order
assignments from a design house and the
production planning/scheduling of individual
contract manufacturers (fabs), and

(3) to further analyze single machine scheduling
methods as a decision module in our simulation.

S FIRRESE
I11.1  Ordinal Optimization-Based Value
Iteration (OOBPI)
In many stationary Markov Decision Problems
(StMDPs) modeling of red problems: for instance,

inventory control problems, computer, and
communication networks, both the trangtion
probability and cost function must be generated via
computer simulation because of problem
complexity and uncertainty. Simulation-Based
Policy Iteration (SBPI) is a typical solution in
these problems. SBPI includes a sequence of
policy evaluation and policy improvement steps
(Figure 1.1). In Policy evauation step, we
evaluate cost-to-go (CTG) value for each state via
simulation of multiple stages. It is the most
time-consuming step in SBPI agorithm. It means
that if we want to decrease CPU time with a good
optimal policy accuracy (PA), we have to shorten
the CPU time in the policy evauation step.
Observation of simulation experiments with SBPI
indicates that rough estimation accuracy of CTG
may lead to good enough policy but much less
simulation time. Though the value estimation is
rough, policy accuracy improves gradually with
iteration process. This motivates our search and
idea of improvement approach of agorithm.

In thistask, we first propose Simulation-Based
Vaue lteration (SBVI) ([4]) to solve SIMDPs
(Figure 1.2). In the policy evauation step as
compared with SBPI, SBVI evauates stage-wise
cost only and adds it to the estimation of CTG
from the previous iteration to update the values in
current iteration. Estimation of CTG is rougher
than that of SBPI in early iterations but till leads
to good enough policy and spends less simulation
time (Table 1.1). And PA will approach optima
policy with iterations. In the numerica study that
compares SBPI with SBVI by a medium
dimension problem, ssimulation time can be saved
around two ordersin SBVI (Table 1.1) (Figure 1.3)
(Figure 1.4) than SBPI(Table 1.2) (Figure 1.5)
(Figure 1.6) to get the same level policy accuracy.
However, simulation time of SBVI in high PA
rapidly grows with PA and problem dimensions.

We further exploit the property that optimal
ranking of decisions for each state may have been
formed even when CTG estimation accuracy is
rough and propose an Ordinal Optimization-Based
Value Iteration (OOBV1) agorithm (Figure 1.7) by
combining the concept of OO with SBVI. OOBVI
adopts the approximate probability of correct
selection (APCS) instead of CTG edtimation
accuracy as the stopping criterion of policy
evaluation.

Simulation study of a medium dimension
problem shows that OOBV1 can save four times of
simulation time as compared with SBVI to reach
the same PA(Table 1.3) (Figure 1.8) (Figurel. 9).



Further simulation studies show that the growth of
simulation time in OOBVI is approximately linear
with respect to the increase in PA, which is
exponential in SBVI. We therefore project that
OOBVI is more efficient than SBVI in large
dimension problems.

In the OOBVI described above, the same
decision ranking accuracy is used for al states in
the policy evaluation step, which is unnecessary.
We then propose an innovative idea of variable
decision ranking accuracy among states and design
a scheme of computing budget alocation over
states (CBA-S). The combination of CBA-S with
OOBVI may achieve a high PA at arelatively low
simulation time. Simulation study of a medium
dimension problem shows that OOBVI with
CBA-S can save ten folds of simulation time as
compared to using OOBVI only.

I11.2 Reverse Auction-Based Job Assignment to

Foundry Fabs

In most of the production scheduling literature,
scheduling methods are developed under the
assumption of centrally available information, or
distributed information with cooperative behavior.
Nevertheless, in a rea world supply chain, each
entity has its own individual objective and
privately held information. The centraized
production scheduling does not apply to such
problems[5,6].

In this task, we consider a contract
manufacturing environment, where there is a job
provider who offers a set of jobs and calls for bids
from a few fabs to process the jobs. This task
assumes a simplified problem, where each job has
only one operation and requires a certain
processing time of a unit capacity from a foundry
service provider. The job processing is
non-preemptive; that is, once a job is started, no
interruptions are alowed until completion. A job
can only be assigned to one fab at atime. Each job
has a time window for processing between its
release date and due date. If a job is started
before the release date or delivered after the due
date, there will be a penalty incurred on the
foundry service provider. We assume that jobs
under consideration are aready available for
processing.

The job provider out-sources the job
processing to qualified fabs and sets for the
processing of each job a maximum payment. The
fabs are competitive to each other. Each fab has
its own private information such as the actua

capacity, the job processing cost, the valuation of
getting a job and its objective function. Without
knowing such private information of fabs, the job
provider cannot do centralized job scheduling.
Auction-based job scheduling mechanisms are
therefore frequently adopted.

Among various auction markets [7], we
consider a reverse auction-based mechanism
(Figure 2.1). The objective of the job provider
(auctioneer) is to minimize its payment cost of
completing al the jobs in hand plus the penalty cost
of unassigned jobs (Figure 2.2), if any. By
distributing job information to al the qualified fabs
(bidders), the job provider solicitsindividua fabsto
bid on the jobs, where a bid on a job specifies the
beginning time, the ending time and the discount
from the maximum payment for processing the job.
In each round of bidding, the job provider first
selects the fab that offers the highest discount of
each job as the temporary assignment of the job.
Theinitial discounts are zero for al jobs.

Given the temporary discounts on
assignments of jobs, a fab then evaluates and
schedules to determine whether to offer new bids on
various jobs. The new discount offer for a job
must be higher than its current value. The
objective of a fab is to maximize the payment it
may receive from processing the jobs minus the
earliness/tardiness penaty for each job not
processed within the desired time window of the
job(Figure 2.3). Note that the earliness/tardiness
penalty of a job is fully compensated by the job
winning fab. After the job provider collects the
bids from dl the fabs, one round of bidding ends.
Such a bidding procedure repeats round by round
till no new bids from any fabs. The scheduling
problem of the bidder is a NP hard scheduling
problem itself. We apply the Lagrangian Relaxation
to decompose the problem. Because there are
several independent decision makers in the auction,
the concept of an optimal solution is not suitable to
use. We then use the concept of an equilibrium
solution to evaluate the result. We define our
equilibrium solution as that no entity can benefit
from changing its strategy given the other entities’
strategies.

Numerical studies are performed to examine
the optimality of a bidder’s schedule. There are
two test case designs. medium and overload
loading intensity. The optimality metric is the
duality gap, which is defined as the cost of dua
solution minus the cost of the final and feasible
solution divided by the cost of the fina and



feasible solution.

Al) Medium case

The loading intensity is 46.66% of the capacity in
this case. How the duality gap varies as the LR
iteration is shown in (Figure2.4). Since the
duality gap goes to zero, an optima solution is
achieved in this case.

A2) Overload case

Its loading intensity is 113.33% of the capacity in
this case. The scheduling is expected to be difficult
and the dua solution will have many capacity
constraint violations. (Figure2.5) shows how the
duality gap evolves with respect to the LR iteration.
The final duality gap in this caseis 1.89%. These
preliminary results indicate that the LR solution
method leads to near-optimum sol utions.

Auction Experiment

This experiment evaluates how the dimension
factors such as the number of bidders and the
number of jobs may affect the number of auction
rounds and the solution. We conjecture that the
lager the number of bidders (jobs), the more
rounds needed to complete the auction. Our
reasoning is that when the number of bidders (jobs)
increases, the possibility of counter biddings (the
number of bid options) increases and leads to the
increase of auction rounds.

B1) Number of bidders

In this case, we change the number of bidders but
fix the number of jobs. We compare a 2-bidder and
a 4-bidder examples, both with 25 jobs.  The 2
bidders of the 2-bidder example have the same
parameters as bidder 3 and 4 in the 4-bidder
example. In the 4-bidder auction, it takes 12
rounds to complete the auction while it takes 6
rounds in the 2-bidder auction. Results of (Table
2.5) match our conjecture.

B2) Number of jobs

In this case, we consider 13 and 25 jobs for the
same 4 bidders. The 13 jobs is a subset of the 25
jobs. The bidder and job data is the same as that
of B1. Inthe 25-job auction, it takes 12 roundsto
complete the auction whileit takes 7 roundsin the
13-job auction. Results of B2 aso match our
conjecture.

I11.3 Comparison of Lagrange Relaxation and
Tabu Search-based Single Machine
Scheduling

The earth observation satellite, FORMOSAT-2

[1], is designed to periodically monitor and

provide timely imaging data of Taiwan island.
The dally imaging scheduling problem of
FORMOSAT-2 includes considerations of various
imaging requests (jobs) with different reward
opportunities, changeover efforts between two
consecutive imaging operations (tasks), cloud
coverage effects, and the availability of satellite
resource. It belongs to a class of single-machine
scheduling problems with salient features of
job-assembly characteristic, sequence-dependent
setup effect, and the constraint of operating time
window. The scheduling problem is first
formulated as a monolithic integer programming
problem, which is NP-hard in computational
complexity [2]. An approximation of the
weighted penaty of incomplete jobs by penalties
of individua tasks facilitates a separable integer
programming problem. For problems of such
high complexity, dynamic programming and
exhaustive search techniques are either too
time-consuming or impractical for optimal
solutions. Rule-based or heuristic approaches
can reduce the computation time drasticaly but
the resultant optimality may be unsatisfactory.

Mathematical programming approaches, such
as Lagrangian relaxation [3], have the advantage
of computationa efficiency when the optimization
problems are decomposable. In many cases, the
computation time increases amost linearly with
the problem size. However, a heuristic is usualy
needed to modify the dual solution into a feasible
solution. In view of the separable problem
structure, Lin et al [8] adopted the Lagrangian
relaxation and sub-gradient optimization technique
to solve the daily imaging scheduling problem of
FORMOSAT-2. Based on the dua solution, a
greedy heuristic is developed with the help of
Lagrangian multipliers to re-alocate imaging
tasks to a feasible schedule.  This greedy
heuristic is quick and easy to implement.
However, it could probably be trapped in a local
optimum. Intelligent search techniques such as
Tabu search can help escape from the local
optimal trap.

Tabu search [9] is a meta-heuristic designed
for tackling hard combinatorial optimization
problems. Contrary to random search
approaches such as simulated annealing where
randomness is extensively used, Tabu search is
based on inteligent searching to embrace more
systematic guidance of adaptive memory and
learning. Vasquez and Hao [7] introduced a
“logic constrained” knapsack formulation for a
real world application, the photograph daily
imaging scheduling problem of the satellite



SPOT-5 [8], and developed a highly effective Tabu
search agorithm. Motivated by their researching
findings, Lin and Liao [9] developed a modified
Tabu search algorithm which integrated some
important ideas including a greedy-based
searching process, boundary extension by
constraint relaxation, a dynamic Tabu tenure
mechanism, intensification, and diversification to
make the searching effective and efficient on
solving the daily imaging scheduling problem of
FORMOSAT-2 (Figure3.1)(Table3.1).

Hybrid methods are promising tools in
mixed-integer programming (MIP), as they
combine the best features of different methodsin a
complementary fashion. Examples of linear
mixed-integer programming problems include
manufacturing scheduling, transportation,
cargo-loading, and network routing problem.
Long computation time is usually needed to solve
these real-life complex scheduling problems.

In [9], Comparative results of 19 classes of 190
realistic daily imaging scheduling problems of
FORMOSAT-2 indicated that with the help of
exploration over diverse schedules, the Tabu
search agorithm was superior in optimality; on
the other hand, the Lagrangian relaxation
algorithm achieved near dua optimal and had an
advantage in computationa efficiency (Table3.2).
Motivated by above observations, in this paper,
two hybrid schemes, CASCADE(Figure3.2) and
COMBINATION  (Figure3.3), ae further
developed to generate sound satellite imaging
schedules within alowable computation time.
CASCADE adopts Tabu search techniques to
improve the solution quaity of Lagrangian
relaxation agorithm directly. COMBINATION
then deds with the development of Tabu
search-based feasibility adjustment heuristic in
Lagrangian relaxation agorithm. These hybrid
schemes are expected to exhibit the advantage of
providing not only good feasible sol utions but also
a strong indication on the performance
improvement to optima solution (Table3.3)
(Table3.4).
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Table 1.1 Smulation results by 10X4 case in SBPI
SBPI
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Time(Sec.)

Policy

Accuracy(%) 100 98 96 87 84
Beta* 0.007| 0.008| 0.009| 0.01

CPU
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Table 2.1 Job Datafor Experiment of an Auction

Begin | Due | Earliness | Tardiness | Value | Fine | Extra Processtime | Operation
date | date | pendty penalty step of bidder cost of
penalty bidder

1(2 |3|4|1|2|3|4
Job1l |1 4 3 3 8 10 1 5|5 [(4]4]3]|3[|2]|3
Job2 |17 20 3 5 7 9 1 415 |[4|14|2|2|1|2
Job3 |3 12 5 3 9 10 1 6|6 |[6]6]2]|2]2]2
Job4d |9 15 3 4 9 10 1 8|7 [7]7]3]|3[3]|3
Job5 |1 4 3 6 8 9 1 415 |4|14|2|2|4|2
Job6 |14 20 5 1 9 10 1 717 [8]8]1]|]1]2]|3
Job7 |5 12 |4 4 8 9 1 8|9 [8]|8]2]|2]3]2
Job8 |21 25 5 2 9 10 1 716 |7]7]3|3]|2]|2
Job9 |5 12 2 3 10 11 1 718 |[7]7]12]|2]2]|3
Job10 | 8 15 5 5 9 10 1 8|9 [9]9]3]|3|2]2
Job1l | 31 3B |4 4 8 10 1 314 [3]|3]4]4]2]1
Job12 | 11 12 3 1 8 10 1 213 [3]|3|1]|1]1]2
Job13 | 12 13 3 3 8 9 1 3|3 [2]2]2]|2]1]2
Job14 | 25 30 |4 2 11 12 1 919 (7|7]3|3|2]|2
Job15 | 14 15 3 1 9 10 1 3|14 [3|3|2]|2]1]|2
Job 16 | 16 20 5 2 8 9 1 6|5 |[5|5]2]|2]|2]2
Job17 | 23 28 3 1 10 11 1 819 [9]9]4]|4]2]1
Job 18 | 23 25 |4 6 8 9 1 3|14 (2]2]1]|1]2]2
Job 19 | 22 27 5 1 10 11 1 779 18781111123
Job20 | 29 35 2 5 9 11 1 719 [8]8]3]|3]2]3
Job21 |1 8 4 3 8 10 1 9|8 [8|/8|6|6|3|4
Job22 | 27 32 |4 1 11 12 1 917 [8]8]3|3[3]|3
Job23 | 16 20 3 1 10 11 1 9/10(8|8|6|6|3]|1
Job24 | 19 20 |4 1 9 10 1 413 |2|2|1|1|1|2
Job25 | 1 4 3 5 8 9 1 3|3 (4]4]2]|2]2]2
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Figure. 3.1: A Projected Case of 5 Jobsand 9 Tasksin
100 Time Slots (Source: NSPO)
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Figure 3.3: The Framework of COMBINATION

TABLE 3.1:Dataof 5 Jobs, 9 Tasksin 100 time Periods

for Strip Imaging

Job  Task 4 Suitability _lmaging Time (p;) Setup Time (sx)*

No. No. B, Window Light Heavy Over 1 2 3 4 5 6 7 & 9
1 1 30 35 [1,13] 7 B 9 0 0 3 2 1 3 4 5 5
1 2 30035 [13,26) 7 B 9 4 0 5 3 0 2 3 41
Ed 3 30 35 [76,88] 7 8 9 3 5 01 23 203
2 4 60 30 ([34,43] 12 12 6 2 3 1 01 0 2 3 13
3 5 40 35 [26,34) 6 & 9 1 4 2 0 0 2 3 4 4
3 6 40 35 [43,51] 6 8 9 3 2 3 1 2 00 22
4 740 35 [51,63] 6 3 9 4 3 2 2 3 1 0 10
4 g 40 35 [88,101] 6 8 9 5 4 1 3 4 2 1 0 2
5 9 100 45 [63,76] 10 12 14 5 1 0 3 4 2 1 20

Two cloud coverage period: {[12, 14] and [72, 74]}
*: setup cost = 2.0 X ski

TABLE 3.2:Tabu Search vs. Lagrangian Relaxation for

and H and . H . i
Scheduling Problem Subgradient Task Removal | ] Rescheduling ] Strip Imaging
l | Tabu Search Lagrangian Relaxation
Problem Scheduled . Scheduled . X
. Primal Cost . Primal Cost Duality Gap
ploration Intensification F==Diversificationj—Satellite Imaging Setup  Imaging Setup  Imaging
Schedul ) ’
X - - chedule Light Loading 0 67 2141 0 67 2141 )
Y ] L. Heavy Loading 0 £ ~197.8 0 80 -1978 0%
| Tabu-Search-Engine | )
Over Loading 2 77 —104.9% 2 77 10490 364%
TS-Based Approach
*: Infeasible

Figure 3.2: The Framework of CASCADE

LR-Based Approach
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Table 3.3 Parameters and Comparative Results of

Test Cases

Problem Features | Imy ment over Cptimali Inerement over CPLU Time (%)
Case| Group 5 o COMBINA . s e poge | COMBINA

J | s |pow]| T |cascane o TS |cAscanE|
1 5 | 5% | 25wp,
2| 0 [2s | s | 2sep | 239 | 1m0 | e | 3730 | 1sed | 13ss
3 100 | 50% | 254p,
3 :
Ay S Bt gy | s | st | o070 | 1o | raes
5 25 | 75% | 25w
6 25 | 0%
— ol P gaa | 2o0m | 332 | 2693 | 1938 | 16
7 25 | 50% | 150p,
[ NG 349 | 159 | 225 | 3164 | 1761 | 1493

Table 3.4:Optimality and CPU Time of Test Cases

LR T8 CASCADE COMBINATION

(Case| Group - . P " . . -
Optimality [CPU Time| Optimality [CPU Time| Optimality |CPU Time | Optimality [CPU Time|

B -1353.0 | 2486 | —1404.9 | 3112 | -1396.8 | 287.1 | -1399.1 | 280.7

2|1 ~1389.6 | 249.5 | —1404.2 3371 —-1398.7 290.1 —1399.1 286.1

3 =1373.2 | 254.1 —1404.7 385.2 -1394.4 292.6 -1395.9 287.3

| 4| - —14833 | 2429 | 14839 [ 3159 | -14838 | 2905 | 14836 | 2735

5 -1292.7 | 255.1 —1354.0 323.8 | -13183 300.8 —1342.1 2934

| 6| - =703.5 159.6 | -786.7 | 2214 | 7035 209.1 -729.7 | 2009
7 —-1421.2 | 2343 | -1500.0 | 250.6 | -1500.0 | 259.0 | -1500.0 | 2599 |




