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ABSTRACT 

This paper presents a coded block adaptive neural network system suitable 

for VLSI implementation using an adapt.ive learning-rate epoch-based hack 

propagation technique t o  tra.in large-volume input patterns. Using the adap- 

tive learning-rate epoch-based back propagation technique, the coded block 

neural network system, 500 frequently-used Chinese characters have been SUC- 

ceasfully trained in 47.2 hours using a 28 MIPS comput,er. In addition, training 

of the epoch-based system is niucli less sensitive to initial weights and irrele- 

vant to the order of the input patterns as compared to the system using the 

conventional hack propagation algorithm. 

SUMMARY 

A pattern recognition system composed of a t~ranslation-ii~ua~ia~lt. network 

and as tandard  adaptive twwlayer nrtwork is used to m a p  a retinal image into 

multi-bit outputs [1][2][3]. The standard adaptive twwlayer net.work [4][5] can 

he trained to provide output respoiiscs corresponding t.0 t h e  original image 

as required. Software impleiiirnt.at.ioii or the adaptive neural network using 

hack propagation [6][7][8] has hei,ii delnonstrated. For large-volume Chinese 

character pattern recognition, rraining h i e  is critically determined by the 

number of neurons and connections I v t  ween t,heni. A block adaptive network 

structure suitable for VLSI iniplrmentat,ioli has been reported t o  enhance 

the learning speed [9] for alphanrimerics recognition. A coded block neural 

network syst.em using the convent ionid Imck propaga th i  algorithni suit.able 

for VLSI implementation, which requires an order-of-iiiagiiit.iide fewer local 

blocks, has also been suggested t o  provide a faster learning process I'or the 

alphanumerics recognition [IO]. However. for training large-volunle patterns 

such as Chinese characters, the coded Iblocli neural iietwork system uslng the 

conventional back propagat,ion algorit 11111 s t i l l  needs a suhstant,ia.l learning 

time [ll]. In this paper. a coded Ihlock adaptive neural network systeiii using 

an epoch-based hack propagatioli aIgorit11111 wvit.li an a d a p t i w  Icarning rat,? 

for training large-volume Chinese cliaract.er pa~teriis ,  which is insensitive to 

the initial weights and irrelevant to t.he order of input pat.t,erns and suitable 

for VLSI implementation, is presenberl 

Fig. 1 shows a. coded block [9] neural network system using t.lw ha.ck prop- 

agation algorithm t o  train large-volu~ne input patterns made of 11 x 71 lattice 
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Fig. 1. T h e  coded block adaptive neural network structure. 

dots. In the coded block neural net,work system, there are 171 local blocks 

with outputs coded correspondii~g t.o t.lie input paiterns. Each local block 

as shown in Fig. 2 contains S + 1 neurons and Sn' + S connections between 

them, which are grouped into t,wo layvrs. Instead of 'Ln4 global connections in 
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Fig. 2. A simplified hierarchical structure of a local block 

two layers as in the standard sl.ructnre. only Si? local conncct.ions are needed 

in the first layer and S connrct.ioiis i n  the second layer of'the local block st,ruc- 

ture [9]. Compared to the stmidarc1 strncture, t,ho secoiid layer i i e n r o i i ~  iir all 

local blocks are separated froill OIN' a i i o t l i w .  TIi<~refore, i n  each local block, 

not only the nuinher of i ieuroim call  lw niiiiiinized, but also ( l i e  ]lumber of 

synapses can be greatly reduced. 111 addition, only in local Iiloc.ks are used in 

the coded block system. C!ouse(iril~iitly, t,he coniputat,iori referred to all blocks 

in the coded black system during training can he short~ened substantially. 
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However, for training large-volume input patterns, the coded block adaptive 

neural network using the convent.ional hack propagation algorithm still can- 

not provide an acceptable learning t.inie. Hence, the capability of learning in 

t e r m  of the number of input patt,erns allowable is still limited. Furthermore, 

the kerning time for the coded block syst.em using bhe convent.ional back 

propagation algorithm is quite seusit.ive to the initial synaptic weights and 

the order of the input patberns t.o hain.  In a coded block system as shown in 

Fig. 1, there are m local blocks. Fig. 2 shows the jtli local block in t,he coded 

block structure with s first layer neurons. During training, first, an epoch of 

patterus are presented to the inpu1.s of the jtli local block. as shown i n  Fig. 2, 

primed with random initial weight,s. Then,  t,he weight value associated with 

Fig. 3. Important Equations 

ous epoches of pattern activation and error feedback are performed with all 

the training patterns until the output of each local block for all input p a t  

terns is correct. The conventional back propagation algorithm is classified 

as "pattern-based" since each individual weight is updat.ed immediately after 

each input pattern is applied. I n  addition, during the training process, the 

learning rate is set t o  a constant. Until now, the conventional back propaga 

tion algorithm has been successfully used to train small-volume Chinese char- 

acters [IO]. However, for large-volunie pat,tern recognit,ion applications, the 

pattern-based back ptopagat,ion algorithni cannot provide an efficient training 

process. In order to  faci1itat.e training of large-volume patt,erns. an improved 

back propagation algorithm - the "epoch-based" back propagat,ion has been 

developed. Instead of updating each individual weight value immediately after 

each pattern is presented at the input, the new epoch-baaed hark propagation 

algorithm updates each individual weight value in the first and second layers 

only after all patterns have been sequentially applied in an epoch. Consider 

the jth local block in the epoch-based syst.em, the weight value as.sociated with 

the synapse between the local block out.put and the kt.h neuron in the first 

layer ie changed only once per epoch as shown i n  Eq. (7) i n  Fig. 3. Initially, a 

learning rate equal to the inversr of number of the input, patterns is selected. 

After every training epoch. t,he learning rat.e associated wit,h a specific pattern 

stays unchanged if the output of t.he system for the specific pattern matches 

its desired output. Otherwise, the learning rate increases by a value equal to  

20% of its initial value. Aft.er tlw sperific pa.tt,ern matches it.s desired output, 

the learning rate associated with t.liat specific patrern is decreased by a value 

equal to  20% of its initial value. If further training is necessary such that  

the learning rate associated wit.11 the specific pattern is supposed to be lower 

than its initial value. the learning rate hw been set to  be a t  its initial value. 

After training is successfully concluded, the learning rate associated with each 

input pattern may be different. As for the momentum (a), a value of 0.85 has 

been used. For the epoch-based system, the weight value associated with the 

synapse between the ith input (si)  and the kth first layer neuron is updated 

only once per epoch according to t.he formula as shown in Eqs. (8)-(10) in 

Fig. 3. The better convergence capability of the epoch-based back propaga- 

tion algorithm can be understood considering the error function associated 

with a local block, which is composed only one neuron and two synapses (wl, 

U))), as shown in Fig 4(a). The error function associated with the local block 
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Fig. 4. The error function surface associated with a local block composed 

of a neuron and two synapses using the pattern-based and epoch-based back 

propagation algori thm. 

(a) The local block. 

(b) Three samples of the error function surfaces associated with the local 

block using the pattern-based back propagation algorithm. 

(c) A sample of the error function surface associated with the local block using 

the epoch-based back propagation algorithm. 
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as shown in Fig. 4(a) for a pattern-based system a t  the time the Ith pattern 

trained is defined as the square of t l iP  difference between the desired target 

(d')) and the neuron output ( d ' ) ( n ) )  as 4iown in Eq. (11)  i l l  Fig. 3. Based on 

the above equation, Fig. 4(h)  sliows tlirre samples of tlir error furictio~i sur- 

faces associated with the local hlocli using t,lie pattern-based hack propagation 

algorithm a t  times (l- l) t l i ,  Ith, and (I+l)t lr  patterns trained in an epoch. As 

shown in Fig. 4(b) ,  a t  times when (I-l)t,li, Ith, and ( I+ l ) th  patterns trained, 

two weightas change themselves froni (I"~'-'' k IU\'-'') t.o (w!" k w;") and 

But thr error 

function surface also c11angt:s as a resul t  of the [,attern-depcndorIt property 

associated with the pattern-based syxtem. Conseqnent~ly, ~ , I I P  chance for the 

pattern-based system ada1~t.s t.0 i l i v  I I I I I I ~ I ~ ~ I I I I  error coiidit.ioil d i ~ p e ~ i d s  not 

only on the sypnatic weight.s but. also 011 their associated error function sur- 

faces. On the other hand, for the local block as shown in Fig. ?(a), using the 

epoch-based back propagatioii algorilhin, the error function is defined as sum 

of the square of t,he difference bet \weii  the  desired t.arget, and the neuron out- 

put for all input patterns, as shown i n  Eq. ( 1 2 )  i n  Fig. 3. C'onsrquent.ly. the 

error function surface of the epoc.li-I~~ised system stays fised regardless of what 

input pattern is applied since i t  ib i i idep~~~ident  of the specific input pattern. 

As a result, the error function surface maintains uncha.iiged dnring training as 

shown in Fig. 4(c),  where a global minimum along with two local minima ex- 

ist [12]. Consequently, the neural network system nsing the epoch-based hack 

propagation algorithm can have a much quicker convergence during training 

since it's much easier for the synaptic weights to find the location where the 

global minimum in the error f u n c t i ~ n  surface exists as a result of the fixed 

error function surface during training. I n  addition to the better convergence 

property in training, the epoch-based system has advantages in stability for 

the overall system. Using the pattern-based back propagation algorithm, the 

neural network system often suffers from the stability problems - the train- 

ing time IS very sensitive t.0 the initial weights and the order of the input 

patterns. Thanks to the fised error f u n c t i o n  surface, the coded block system 

using the epoch-based back propagation algorithm is niucli less sensitive t o  the 

initial weights and irrelevant to the 01 der of the input pat.terns while training 

large-volume patterns. This is helpfiil for building a reliable neural network 

system. In order t o  confirm the ailvant.ages of the epoch-based back prop- 

agation algorithm with an adaptive learning rate in the coded block neural 

network system for training large-volunic patterns. performauct. of t h  

in terms of learning time for training 500 freqiienti,~-used Chinese characters 

composed of 24 x 24 lattice dots. In the coded block structure under study, 

there are 16 local bloclis with 12 i ~ e ~ i r o n s  i l l  tlie first layer in  each local block. 

Fig. 5 shows the learning time vs. I.lie number of Chinese characters used as 

input patterns. The learning time is measured i n  terms of CPU time using 

a 28 MIPS computer. For a small volu~ne of inpnt patters. the difference in 

training time between the systems umig pat.t.ern-based and epoch-l~ased back 

(w(l+l l  & w ( l + l l  ) according to the h c l i  propagation algorithm 
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Fig. 5. T h e  learning time vs. the input pattern numbers for training large- 

volume Chinese characters using the coded block neural network system with 

the epoch-based and pat,t,ern-based hack propagation algorithms 

propagation algorithms is siiiall. Howr\er. ,as I lit: number of inpnt patterns 

increases, the difference in  learning tiine het ween the t WO algorithnis grows 

wider. For tra.ining 500 patterns. t h ?  learning tmle for the system using the 

coded block structure with pattern-based hack propagation algorithm is just  

not practical on a 28 MIPS computer. On the other hand, wit.11 the epoch- 

based algorithm, the coded block system can learn 500 input patterns in 47.2 

hours. Fig. 6 shows the learning time vs. the learning rate for a coded block 

system using the pattern-based and the epoch-based hack propagation alg- 

rithms for training 40 Chinese charact,ers. The  initial learning rate of the 
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Fig. 6. The  learning time vs.  the initial learning rate for training 40 Chinese 

characters using the coded block neural net,work sysbenr with the epoch-based 

and pattern-based back propagat.ion algorithn~s 'The learning rate is nor- 

malized by a value, which is equal to the inverse of the number of the input 

patterns. 

epoch-based system is normalized by a value equal to the inverse of the num- 

ber of the  input patters. Using the pattern-based system, the system can have 

an acceptable learning time only for a limited range of learning rate. On the 

other hand, using the epoch-based hack propagation algorithm. the learning 

time stays relatively insensitive to the initial learning rate. This is important 

for the system with an adaptive learning rate technique siuce tlie learning 

rate can have more space to be adjusted automatically. For training up t o  

500 input patterns, using tlie epoch-based hack propagat,ioll algorithm with 

the adaptive learning rate t e c h n i ~ ~ u r ,  a n i u c h  quicker coiivergt~nct! IS always 
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guaranteed 
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