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Abstract:

In the second yeart, we aim at constructign the
business model of video surveillance service and
information sharing on P2P community in IP network.
Progresses of our research mainly include two parts:

I. Design and implementation of neighbor
information-based mobile video surveillance routing
over ad hoc networks

BRI PLIER

The focus of this task has been to explore an
innovative mobile video surveillance services, and the
quality of video is guaranteed. We have studied two
issuesw:i) How to periodically obtain neighbor node
information in an ad hoc network, and ii) how to establish
transmission path with a low number of hops, enough
datarate, and easy to maintain.

We first conducted some experiment to understand the
transmission characteristics of an ad hoc network, and
then designed a neighbor information list (NIL) routing
protocol on the network layer. This protocol contains NIL
exchange stack and a NIL routing algorithm (NILRA),
which addresses the two main research issues. We used
four notebooks and VB.NET ™ and SQL2000 ™
software development environment for a simple prototype
implementation of our design and for comparison of
NILRA with a shortest path routing algorithm.

Il. P2P user behavior modeling and experiment design
for incentive scheme:

On top of a P2P teaching materia sharing
environment, we have studied four issues for encouraging
sharing among peers. 1) construction of Membership
growth and content sharing model, 2) collective behavior
modeling with empirical data from a production TMS, 3)
Impact analysis of different reward policies to the quality
and quantity of TMS, and 4) experiment design for
constructing a model of user response to rewards.

Our research offers TMS community a method and
models to construct prescriptive model for incentive
design.

Keywords: mobile video surveillance, neighbor
information list, routing algorithm, positioning, content
and service sharing, incentive, reward policy, user
behavior modeling, experiment design, empirical data
analysis
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Member ship Growth

At timet, there are N, teachers already in TM S system.
On contrast, (TN- N,) teachers have not joined the TMS
system. The probability to join TMS system is fjain(t), SO
the expected number of new member at time t is

(MN=NJi®)  Teachers might leave the system of

probability f'@ﬁve(t), the expected number of remaining

member is N (1 Tiene (1)) . The total number of teacher at
time t+1 equals to the remaining member plus new
member.

Niip = N (= figqe (0) + (TN =N 15, (1)

leave
Content Growth
In each time slot, teacher might submit one new TM.

Because teachers are homogeneous, their probability to
upload content is the same. So the probability distribution

of * new TMs is binomial distribution with parameter

N and Fupiaa (1) . The relation of content variety between

tand t+1lis SV =CVi+X , where Xt iis a positive integer
drawn from binomial distribution.

Px =1 = £ (0 Ny, Figioa (1) = CF (T ()@ figioea ()

Quality Change

We use average content quality as an indicator of our
system. The average content quality changes while
teachers upload their new content, the average content at
timet+lis

(CQ*CV, + ) (% *cqy))
j=1
CV.

t+1

CQI+1 =

Joining Probability

We assumed all kinds of reward incentives transfer to
monetary reward given to teacher. For example, if they
join the TMS for the first time, bureau of education will
give bonus to them. The bonus induces teachers to use
TMS system, and the bonus given to teacher i at timet is
denoted as Rlit.

For teacher the “usefulness” is the benefit TM brings,
the TM quantity and quality affects that benefit. Teachers
will get more benefit if the quantity is large and quality is
high. We define the usefulness as expected TM benefit

which isafunction of product of CV, and CQ
The joining probability at time t is a function of
expected TM benefit and reward incentive.

Pr{teacher join at timet} = f , (CV,CQ,, RI,,)

L eaving Probability

Once teachers have used TMS system, they will stay
for a period of time and leave afterward. The probability
to leave the system reflects opposite willingness to stay.
The more willingness teachers have to stay, the lower
probability of teachers’ leaving. We believe the
probability to leave are affected by new TM benefit and
habit.

Teachers are attracted by new TMs, new TMs bring
more benefit. Like many portal website, they provide new
contents or services everyday to attract Internet users. If
no new TMs are uploaded, teachers might leave the
community. In each time dot, the more new TMs quantity

join

and quality (Xth‘) the more they are attracted to the
system.

Researchers found online shoppers’ intentions to
continue using a website that they last bought at depend
not only on perceived usefulness and perceived ease of
use, but also on habit. In [Lu03] authors also found that
sustained teacher material sharing behavior is supported
by habits.

For reasons mentioned above, we define leaving
probability as function of new TM benefit, existing
content TMs benefit and a habit factor.

Pr{ateacher leavesa timet} = f_,.(x0q,CV.CQ, S,)

Content Submission

In [Lu03] the authors find the personality is the main
factor that influences the upload behavior. Altruistic
teacher contribute their contents without asking reward,
they get positive utility from atruism behavior. In
contrast, extreme selfish teachers only upload content if
they can get reward. So we model teachers upload



probability combining these two factors, altruism and
reward incentive.

P{ateecher upoed orerew TM et timet} =f , (AL, R,
$4 %
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TIME-OF-DAY INTERNET ACCESS MANAGEMENT: VIRTUAL PRICING VS.QUOTA
SCHEDULING

Shaa-i Chu, Shi-Chung Chang

Department of Electrical Engineering
MNational Taiwan University

ABSTRACT

There exists abusive and unfair Internet access during
paak howrs over a free-of<charge ar flat-rate network even
under a guota-based priority control (QPC).  To design
effective management over time basad on JPC, this paper
compares and analyzes two classes of schemes: guota
scheduling (%) and time-of-day pricing (TDP). The TOP
design captures both myopic and predent wser behavias
by exploiting empirical demand data. The load halancing-
bazed guota scheduling (LB-0OS) intends fo ocgualize
traffic over tme by proportional guota allocation to tme
perinds of control, while the peak shaving-based quota
scheduling (P55 12 designed to reduwce total traffic
during peak hours throwgh a rowgh empirical data-hasad
wser madel.  Performance evaleation demimstmates that
TOP significantly outperforms both LB-O5 and PSS,
This iz becawse TDP exploits user demand modeling and
pricing to induce wser behavior over time. The TDPF
design 18 more complicated than (5. Recommendations
are given for selecting an effective Internet access scheme
based on data availahbility.

L INTRODUCTION

There ofien exist abusive and untair wsage of Iniemet
acoess, ospecially during peak howrs, over a network
environment where the service charge is free or flat rate.
For example, consider the dormitory network of Mational
Taiwan  Univerzsity (WNTL), where the network
management adopls a guota-based priority control {QPC)
scheme [1] to control its Internet access traffic. When a
wser's Intemet-access volume exoeads the daily regular-
service guota, the user’s tmaffic is dirocted to a lower
priority service.  Statistics shows that the dop rate during
paak hours (2.3Mbps above) is mouch higher than that of
off-peak hours, The average usage of heavy users (8% of
the wser population) is 12,08 times more than that of all
other usera  Such ohservations imply that even under
QPC, heavy users still abuse the network resource, and
unfair usage is still significant. Rt 15 becawse OPC does

“Iiis wark wes parily supporied by the Nations] Schence
Council, Taiwen, Republic of Ching wnder gramis WSC-91-
P19EN02033, NSC92-2212.E-002-060 anl NSC-93-2212
E02-082.

1424404 ] | -BA003 20,00 £200 IEEE

not take the temporal effect of wser demands into
consideration.

The temporal issues, such as peak-shaving and load-
balancing over time, are important  for  network
T T ST et To deal with them, =ome network
management tools, like Cisco P-Cube [2] and Packeteer
Packet-Shaper [3], are getting more widely adopted. They
ofter the needful functions of traffic contral, similar to the
systern im [1].  However, they are not only costly
in mstallation and maintenance, but also require additional
policy design for effective operation.  This paper foouses
on the policy design and intends to give network managers
guidelines for regulating the Intemet access over time.

Time-nf-day pricmg or peak-load pncing [4, 5] offers
a simple and indirect load management mochanism for
public wtiliics, They meet the deal objectives of 1)
reducing peak load, and 2) shifting a portion of the peak
load to the base lpad. Ower commumication networks,
Paschalidis and Tsitsiklis [6] showed throwgh  their
zimulatims that static time-of-day pricing 15 almost as
gond 3 congestion pricing if wser reactions o changmg
prices are well modeled. In [ 7], Shih et al concluded that
static time-pf-day pricing can influence wser behavior
mare effectively than congestion pricing by conducting
pricing experiments for a computer-telephony service.

Aside from time-of-day pricmg, the guota scheduling
iz another approach to enrich QPC capahility over time. It
allpcates the given daily guota to individueal time periods
to directly and forcedly limit the maxamum volume wsage
of each uwser duning peak hours. The guota of one time
peniod cannot be carnied over toanother. There is no nead
of pricing mechanism in gquota schedulng design.

Thiz paper stwdies the policy designs and evaluates the
control effects of quota scheduling and virfual time-of-day
pricing on abuse and farness mprovements, peak shaving
and load halancing over a network with QPC. Time-of-
day pricing (TDP) design adopts a general vser wtility
function and reguires two data collections for uwser
claszification and modeling to maximize the handwidth
utilization while keeping the total demand below the link
capacity. Two schemes for guota schedulmg (O5) are
proposed and studied. One iz to cgualice the traffic of
peak and off-peak hour without any empirical data, called
load balancing-hased guota scheduling (LB-05).  The



other, called peak shaving-based guota scheduling (P5-
(8], aims to redwce the peak-hour traffic by adopting an
ageregated wser behavior model. The model is constructed
from the measurements of a QPC network.

TOF, LBA)S and PSA)S are ovalvated on the
empirical data of a S000-user network, Resulis show that
TOF significantly ouvtperforms LB-05 and P55 in
abuse and fairness reduction and load balancing and peak
shaving effects. PS5-085 iz better than LB-0S hecause of
more knowledge from empirical data. [f the peak howrs
scatter over all time slots, TDP is the best scheme bocause
gither LB-05 or PS-0S results in the severe congestion at
the time of guota repewal.  All these schemes can he
casily integrated with a QPC network from the viewpoint
of practical implementation. As a network manager, TDF
iz the best choice if the noeded data of user behavior is
availahle.

L QUOTA-BASED PRIORITY CONTROL AND ITS
DEFICIENCY

2.1 Cueta-based Priovity Control

Lin etal m [1] combined the ideas of guota limitation and
priarity differentiation (QJPC) to assure every wser’s hasic
demand, regulating heavy uwsers” abusive usage by
homogeneous guota  The pricntized service consists of
two service classes: regular and custody. The regular
zervios hasa higher priority and each uwser is given a daily
quita.  Through a prieontized serviee, a user can still
access the Internet at a lower priority after exhavsting his
quaita.
Lin et al expenmented with QPC over the NTU
domaibory network with 5355 damitory weers, as shown
in Figure 1. Unly 54Mbps was allocated to the outhound
trathic from the dormitory networks, Expenmental results
show that abusive Internet access by the top 2% heavy
users is rodwoed by 57.82%. Accordingly, the congestion
is alleviated with a 48.9% reduction of average packet
drop rate. Faimess is also improved in wsers” daily wsage.

Figare I: Netand anchitectre of quoti-based priorty control
2.2, Deficiency of QPC
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In apite of the effectiveness of the QPC as demonstrated

[1], the QPC design docs not involve the network

management of Internet access over time, cspecially

during peak hours, Owr further amalyses show that the

Internetaccess handwidth is highly wtilized and the drop

rate is higher than 2.5Mbps during peak hours of 9 a.m. to

3 am. when the daily quota is | gigaboyte (GB). The mtio

of heavy wsers” wsage 10 nommal and light wsers” wsage is

1, 308%. Heavy uwsers still oooupy most bandwidth. There

i= an obvious need for a finer management scheme to

regulate users” Internet access over tinmee.

For effective management, two ideas are motivated.
Giiven a daily guota, guota schedulmg (05) 15 an intheitive
measure, which allocates different quaotas to different time
penods and directly controls wser uwsape ower time.
Instead, the virtual time-of-day pricmg (TDP) fakes
advantage of differentiated prices to give users meentive
to allecate their demand over time. This paper evaluates
and compares 8 and TDP, giving netwoak managers
sugpestions  for sclocting an effective Internet acoess
scheme based on data availability.

Specific challenges are as follows:

{C1) What S schemes to consider for far comparison
with TDF;

{C2) How to guantitatively assess the applications of 05
and TDP to a produection nebwork in abuse reduction,
faimess improvement and load balancing and peak
shaving effects;

{C3) How to choose an appropriate scheme according to
the available empirical data, traffic pattern over time,
design complexity and the network performance.

3. VIRTUAL PRICING

A wirteal tme-of-day pricing (TDP) policy [11] was
designed for a network service provider {NSF) to wse m
conjunction with QPC. It captures myopic and prodent
behaviors by exploiting  empirical data  for  the
ctfectiveness of TDP design. It also intends to give users
the flexibility in allocating their guota, inducing wsers to
shift part of their peak-hour demands to off-peak hours.

A1 User Demand Model under Pricing

To summanze the mathematical mode] of uwser behaviars,

let us first define some notations.

Motations

B handwidth of internet access;

T: length of a time slot;

vy intemet-access volume submitted by user i for regular
service at time slot &, =12, F, and =12, . K

v daily internet-access demand of wser §, dbtained from
the baseline network, where there 13 no quota conidral,
=12 LT

(k daily guota allotted toeach wser;



(J;, remaining quota of user § at time slot & =120,
k=1,2.... K; note that (b =}

oy price (number of guota per byte ) of regular service at
time slot & =1,2,.. K

@4y preference value of wser §at time slot &, i=1,2,. 1,
=12 K

&; set of type J users and je {m, p}, where m comesponds
to the myopic type, while pis the prudent type.

F.04 User Clarsification Meeharism

‘Whether a wser is myopic or predent depends on the given
price profile and personal daily demand.  The user
demand is estimated from a baseline network, where there
i= mo traffic control.  If the daily demand of a wser can be
zatisfied at the maximal price, there iz no nead to be
prudent in guota allecation.  Swch a wser is therefone
regarded as a myopic user. Ifa user’s demand cannot be
met at the minimal price, the wser should be prudent and
will carefully allocate the quota. Lt x; be the probability
of user {being a prudent user.

I,

i, vzh
0, & _
x, . Ll A= =i i
| B—A
iu. v

whene 4 =Q.l':nf; {r.} and & =Q.":|nj:||.{_p‘_] )

3012 Myopic User Made!
At time slot £, a myopic wser § with ¢, =0 determines the
internet-acoess volume of regular serviee, v, to maximize
user i's owam benefit at that time slot only {shor-term
henefit), without considenng the avaibble guota value of
gy, and the future demand. User i%s benefit function is
J:{l"'.'.t]=Ej:{Pf.t]_PtPf.t.ﬁﬂ'ﬂ|| i= &, 2]
where the first term represents the wtility from sebmitting
V4, and the second term represents the amount of quota
deducted if vip 18 suocessfully transmitied.

Experimental results of [E, 9] sugeest that users” wtility
follows dimmizhing returns to scale. Hence, we assume
that

-'r:{lfi',a--] =g v, 3
where Fiv,) is s&rictly increasing, concave and
continwously differentiable.

A uwser's guota accounting is based on the actually
transmitted wolume, which eguals the submitted wolume
mmus the dropped volume of a time slot. The drop ratio
of regular service at time slot & is defined by

i W
d, = :m;[LE Ve —BTJ.-'Z v, _,,n], )
=1 =l
At the beginning of time slot £+1, user s guota is
theretore updated by
'E:-.J-u =Q’.J‘ _Fa-l'".'.a-{l-_d: I %)

The myopic wser decision poblem (MUDP) is formulated
as

(MUDP) for i=1.2,.. K,
M I v, 00— py Vig
y I

&
subject to Egs. (4) and (3) with (3, =0.

3013 Pradert Uger Mods!

At timee slot &, a prudent waer § considers the daily demand
and allocates the available guota and determines the
internet-access wolume of regular service to maximize
user "5 total henefit from tme slot & to tme slot & (long-
term benefit), which is

& &
S rv = Yl v -] (6)
r=k r=k

When planming for guota allecation, a wser presumes
that the planned submission would be transmitted, and the
total subm ission should satisfy

&
EFr'*'u ='.:,-'.;z,t . {7
pmik

The prodent wser decizion problem {FUDEP) iz then
(PUDP) for =12, K
&£

e S - ]

subject to constraint {7) and .}, =0,
(MUDPiland (PUDF) are sepamble convex [mogramming
problema A Lagrangian relaxation method [ 10] may be
applied to solve them.,

Urer Praference Extimaton
Chu and Chang [11] wtilize uwser submitted wolunmes
collected from a QPC network to estimate [ @y} for wser
madel cmstruction. Since pure QPC corresponds to TDP
with p=1 for cach time slat &, the preference of wser 1 at
timee slot & is estimated as

=1/ Fr{k'.-,a-] 0 g ()
by exploiting the optimality conditons of {MUDPijand
{(PFUDPM. Here, ¥ igee bethe submitted volume of wser §
for regular service at ime slot & over a nebwork with QPC.

3.2, Tim-of-day Pricing Design

The goal of price setting by the NSP over a free-of-charge
or flat-rate network is to maximize the total bandwidt
utilization over a day while the average total demand does
mot excoed the capacity. The bandwidth wtilization of
regular service at time slot k is defined as

1
— vl —d o)
m‘% s~ {
where A ={i| (e =0¥1} iz the =et of wsers whose
available quota at ime slot k is nonzenn, a.mllav--lﬂ —d,)

represents the total transmitted volume of regular serice
at time slot & The constraint that the total expected
volume of submizsion cannot excoed the hnk capacity at a
timee slot iz expressed as



v, SBT k=12, K.
l!‘ZJ‘ ik {Iu}
Taking users’ behaviors characterized by (MUDF)
and (PUDP) into consideration, the NSP has a pricing
problem (PF) formulated as a Stackelberg game [12]:
(PP)

e
B T2 i(1=dh)

kel d5d,
subject to constraints  (4), (10), the user
classification mechanism, and MUDPI (PUDP#)
if user { is myopic (prudent).
Although the solutions to individual user’s optimization
problems have closed forms, the analytic solution of (PF)
is not available, A numerical method is thus adopted to
solve (PP).  Such a TDP design method applies to
problems of user utility function with the property of
diminishing returns to scale.

4. QUOTA SCHEDULING

To response challenge (C1) twoe QS schemes are
proposed. One is load balmncing-based quota scheduling
(LB-QS), the other is peak shaving-based quota
scheduling (PS-0Q5). They both directly curb user usage
over time rather than sdopting an incentive control like
TDPE

4. 1. Load Balancing-based Quota Scheduling

LB-0)S zims to equalize the average traffic of peak and
off-peak hour. Let (huy and (lypw be the quotas
allocated by the NSP to individual users for peak and off-
peak hours. Let T and Tgp.. be the corresponding
total time lengths, and 7 be the total number of users. The
average traffic for peak and off-peak hour is estimated as
T o T a0 IO eed Flyp i, vespectively. To balance
the traffic load, i.e..

10 _ 1Cg o (11)
Trﬂ* Tfﬁ’—rﬂ*

. it is concluded that the allocated quota of one time period
is propoctional to its corresponding time length. As a
result, the quotas for peak and off-peak howrs are
calculated as

Q.r,j-' - o = ek E {:lz}

4.2 PPeak Shaving=based Quota Scheduling

The goal of PS-0S is to reduce the traffic of peak howrs
We repard all users as an agpregate one, i.e. all users have
the same quota allocation behavior. In the aggregate user
maodel, the quota allocation of 8 user in one time period is
proportional to the total submitted volume collected from

a QPC network.  Accordingly, the quotas of a user
allocated for peak and off-peak hows can be caleulated by

I
2 Xlur
f cppralthaiss 1

. ,and

Q}.m = T T o
Z Z Vipgre Z Z Yirgro
kGpmdk hors d=| kGl pok s =l
r
Z Yok gro (13)

, beuli kb d=l .

E.f_,.m = - T Q

Y St 3

Z"u.—;.ne:'
e i e RN

At time slot &, there is 100* gy percent of total
submission exceeding the link capacity. In the worst case,
there is 100*max {dyfepeak howrs) percent of  packet
loss. To level off the peak-hour traffic below the link
capacity, the network manager should conservatively
reduce  100%*max |[dliepeak hours}] percent of total
submission. As a result, the quota scheduled for peak
howrs is designed as

0. =0, (1 —maxid, |k € peak hours}) (14}
The quota for off peak hours is thus
Oup—put = oot + Oy - maxid, | k peakhours} (1)

5. COMPARISONS OF VIRTUAL PRICING AND
QUOTA SCHE DULING

To address challenge (C2), we quantitatively evaluate and
compare the paformances of LB-0S, PS-0S5 and TDP in
abuse and fairness reduction and load balancing and peak
shaving effects by exploiting the empirical data of NTU
dormitory networks with 3535 users. Peak hours are from
9 am Tod am. The bottleneck bandwidth for outbound
traffic is 54Mbps.  As the NTU network management
systern collects metering data once every 10 minutes,
accordingly, the length of a time slot is set to 10 minutes,
The daily quota for each user is 1G. The form of user
utility is assumed as Flv=logv, to satsfy the
diminishing returns to scale [13, 14].

It is hypothesized in this numerical experiment that the
peak-hour congestion is more effectively alleviated under
P5-05 than under LB-0QS since PS-0S grasps user quota
allocation through empirical data to limit user usage of
peak hours. TDP outperforms Q85 because TDP utilizes
more empirical data (two data collections) fiw user
behavior modelling and gives users incentive to shift the
peak-hour demand to offpeak hours.

Under LB-QS, the scheduled quotas for peak and off-
peak hours are calculated as (. Dyppas (7 30MB,
250MB), and under PS-QS, (Qpat Crpant=(620MB,
J80MB). The optimal price profile of TDP is computed
85 (Ppets Py o) = (131,10 Note that under QS, a user
may have different usage behaviors (myopicity or
prudence) during peak and offpesk hours, which are
based on the corresponding demands.  However, under



TP, whether 2 usar o mvepie or prodent depends on the
dasly total demand.

=1 Lavnil Balanebng amd Peab Shiying

TABLE | presents pesk shaving pnd Josd balencmp
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ISSM is the industry's largest forum of semiconductor manufacturing professionals
dedicated to sharing technical solutions and opinions on the advancement of
manufacturing science. The highlight topics of ISSM 2006 include, process control
maturation, application of Taguchi Method, DFM-total optimization for 65nm and
beyond, systematic productivity improvement, fab extendibility and flexibility,
application-specific semiconductor manufacturing, SiP, 3D modules, Environmental
and safety, nanometer-level contamination control, challenges for 450mm fab, and
new business model to meet with time-to-market. The Society of Applied Physics of
Japan, |EEE Electron Devices Society, and Semiconductor Equipment and Materias|
International (SEMI) offer ISSM as a forum to broaden semiconductor manufacturing
knowledge.
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Shi-Chung Chang served as atechnical program committee member, presented
one oral session paper in the 09/25 afternoon session of Manufacturing control and
one poster session paper in the afternoon of 09/26, and served as a session chair. The
program attended is attached below.  Shi-Chung Chang met the new TPC chair, Mr.
Thomas Sounderman about 1SSM2007.
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Researchers from Taiwan continue to show a strong presence in ISSM. Design for
manufacturing (DFM) and Supply Chain Management have gain significant growth in
attendees’ interest.  Industria participation from Taiwan was largely from TSMC.
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Abstract — This paper addresses the X-factor modeling needs
in fab capacity and release rate planning for differentiated
manufacturing service provision. A priority X-Factor
congtrained planning problem is first formulated that
describes the relation among profit, release rates of
individual priorities, and capacity utilization. Modeling
priority X-factorsis key to the formulation. We deign a novel
M/G/1:PR queue approximation-based network modeling
methodology to capture in a scalable way how operation
priority, production flow variations, and capacity
utilizations may affect individual PXFs of overall fab and
tool groups. Numerical studies demonstrate the potential
applications of our PXF models.

I. INTRODUCTION

Effective provison of manufacturing services in
multiple priority levels has been one critical aspect
to the competitiveness of wafer fabs. A customer
order with ahigher priority level demands a shorter
cycle time than orders of alower priority. Wafers
of lower priority orders have elongated cycle times
because they need to wait in line until wafers of
higher priority orders finish processing. Machine
capacity loss may occur when processing a high
priority order by a batching machine without
requiring a full load policy. Priority mix
percentage significantly affects the variations of
fab performance such as throughput, cycle time,
wafer-in-process (WIP) and bottleneck location

[1].

Among the many fab performance indices, cycle
time has a significant impact on productivity
learning and customer serviceability. There is a
basic relationship among capacity utilization (U),
throughput (T) and cycletime[2]. Thecycletime
of a fab increases exponentially with the increase
of U/T when U/T goes beyond a high level, say,
90%, while it is proportional to U/T at a lower
level. To measure and manage cycle times, the
notion of X-factor (XF), where

XF = cycle time/raw processing time (RPT)
has been introduced to provide a sensitive
performance indicator and is standardized across
different products [3].

It has been shown that many fab opration problems

can be effectively identified through the analysis of
X-factors. Customized X-factor targets can be set
for short cycle time manufacturing (SCM) that not
only alow the performance differentiation among
toolsets of different characteristics but aso
guarantee the overall fab objective [3-6].

In production planning of a fab, there are different
XF target (XFT) specifications for individual
priority levels of manufacturing services[7]. The
XF of each priority (PXF) is a function of release
rates of individua priorities and the total
utilization of the bottleneck tool group, which we
shall refer to as a PXF behavior model.  Note that
different XFs require different levels of resources
and hence lead to different costs and
manufacturing services of different XFTs should
be priced differently. Given a pricing policy,
capacity cost structure, and a set of XFT, a PXFT
constrained production planning decides the
priority mix (or wafer release rats) of products in
individual manufacturing service priorities for
profit maximization subject to machine capacity
and PXFT constraints. Key to this planning
problem is the behavior modeling of the
relationship between PXF and priority mix and
capacity utilizations.

Motivated by the problem of PXFT constrained
production planning. In this paper, we design and
develop an M/G/1:PR queue approximation-based
network modeling methodology with a focus on
capturing how operation priority,  production
flow variations, and capacity utilizations may
affect individual PXFs of a fab. The M/G/1:PR
gueue model is adopted to model the behavior of
a service node (tool group). On top of the single
node model, we derive a PXF contribution theory
that relates PXFs of individual service nodes to the
overall fab PXF and provides a novel priority
network model. Model fitting is then adopted to fit
the M/G/1:PR-based approximation to empirical
fab data. The key idea of fitting is to add a
parameter in calculating the mean residual service
time, which compensates, for each priority, the



effect of arrival process variation to the mean
service time at a node. Figure 1 depicts the
concept.

The remainder of the paper is organized as follows.
Section Il gives a problem formulation of PXFT
constrained production planning and identify the
need for a PXF behavior model. Section IlI
then presents the M/G/1:PR queue approximation
and priority contribution theory-based network
modeling methodol ogy. Model anaysis and
applications are given in Section V. Finaly,
Section V concludes the paper.

1. PRIORITY X-FACTOR CONSTRAINED
PLANNING

Consider a fab with a given set of prespecified
PXFTs for individual priorities that need to be
achieved by fab operations. Prices and WIP costs
of individual priorities and capacity costs are aso
given. A fab manager can control XFs of the fab,
individual stages and priorities at each stage by
adjusting priority mix and utilization levels while
maximizing the profit.

To formulate the XF constrained planning problem,
let us first define some notations, where we assume
for ssimplicity of discussions that there is only one
type of products in each priority.

Notations
xr, - X-Factor of j-th priority product at processing
stepi;

»,- Mean release rate of jth priority product;

;,- Mean service time of ajth priority wafer at step

i;

reT - Average processing time of awafer at step i;

vars,] - Variance of service time of jth priority at

stepi;

p, - Utilization of jth priority product in step i;

p: Perwafer priceof jth priority;

o : Per wafer manufacturing cost of jth priority;

o . Per wafer and per unit time WIP cost of jth
priority at ith step.

The revenue rate of manufacturing wafers of one

priority comes from its offered price and wafer

release rate of the priority, while the WIP cost at a

step is proportional to the release rate and cycle

time at the step and the capcity cost is proportional
to the release rate. In deciding on the release rates

or mix of individual priorities to maximize one’s
manufacturing profit, a fab manager must
consider constraints of capacity and PXF targets.
A PXFT constrained planning problem is
formulated as follows:

Max J = )" [Revenue, (4,) - Cost; ({ XF;}, 4,)]
{2;} '

=Y [A4;xP = (¢ x A, x1; x XF; +¢}" x 1))]

i

subject to

Do ({A3) € XFTy:

(Dp257|({lj})s XFTpr_jfvj; and

Ayxt; <C,,vVm;

(i,]) uses tool group m

with targets XFT,,,, { XFT,, ;,Vj} and capacity {C,,,Vm} given.
In the formulation, function @, respresents a

model of the relationship beween priority release
rates and XF of the wole fab while function
@, , respresents a model of the relationship

beween priority release rates and the XF of priority
j & a step s. These functions have to be
constructed for PXFT constrained planning.

[11. MODELING PRIORITY X-FACTORS
Exploiting available closed-form results, we first
adopt a M/G/1:PR queueing approximation to
model the PXF of a service node (tool group). As
the Poisson arrival assumption of the M/G/1:PR
model may not be a good approximation, the
model needs to be modified for a closer match to
fab data. Network relationship among nodes is
then needed for modeling fabwide PXF of each
priority based on nodal models. Our modeling
approach is described as follows.

[11.1 Sngle Node Model: M/G/1: PR approximation
Key to the fab PXF behavior modd _is the
single-node priority behavior modeling. We
modified the M/G/1:PR results of [8] by adding a
compensation parameter «, to account for the

variance of a general, non-Poisson arrival process.
The approximation model of XF for priority | is
then

XFj Eq)p2sij({j‘k})

1 )
1 a2 VISl v

j-1 j +]’
b (1= 2= p)

where 7, = > r;andp, = 2, xz;.

Figures 3 and 4 depict numerical studies of the



properties of the modified M/G/1: PR
approximation over a two-priority service node
example, where wafer processing requirements are
the same for both priority. Model data setting
refers to that provided by ITRS [7]. There is not
much difference in PXF of priority-1 when
priority-1 mix varies in the low percentage range
of 1-10%. Note that under afixed mix percentage,
the PXF of priority-1 increases amost linearly
with respect to overall capacity utilization while
the PXF of priority-2 increases drastically when
utilization is higher than 90%. The lower priority
Is much more sensitive to capacity utilization and
priority mix than the higher priority.

[1.2 Priority XF Contribution Theory

In [3], D.P. Martin derived a contribution theory
that describes the contribution by XFs of
individual processing step/tools to fab XF as
following:

|
XF ., =Y XFContributiong,, |
i=1

|
- RPT, A XF.
i=1 RPTfab
=@, ({RPT,, XF,})
where RpT =7, and @,  respresents the

relationship beween XF at atool group to fab XF.
In this paper, we exploit the relationship between
total queue size and queue sizes of individual
priorities, the relation between total cycle time and
cycle times of individual priorities, and Little’s
formula, to obtain the contribution by XFs of
individual prioritiesto the XF of step i as
XF, =i(rela¢ive utilization); - XF,

=
J

5 WL,
jleWLij
j=1
where WL, =4, x ;.
We then obtain the contribution by XFs of

individual prioritiesto fab XF:
XFooi = Poar_;(4)

x XF;(WL;;) =@ ,.( XF)

p2s

LRPT,. . WL
= 3 O (W)
i=1 fab VVL|

; j

The Priority XF contribution theory above assumes
given PXF behavior models at individual nodes in
a fab. Figure 2 shows the relationship among
PXFsin the behavior model.

IV. APPLICATIONS OF PXF MODEL TO
PLANNING
Construction of the PXF behavior model completes
the PXF target constrained production planning
problem. Figures 5 gives results of numerica
studies of the planning problem. The same
two-priority example for Figures 3 and 4 is
examined, where release rate of individua
priorities are changed. Figure 5 shows that profit
increases with capacity utilization under different
priority mixes (PM). Under the given PXFTs, there
Isamaximum profit level among various mixes for
each utilization level as indicated by a red solid
curvein Figure 5. Our analysis show that the XF
of the lower priority is very sensitive to dlight
variation of higher priority relase rate. When the
bottleneck capacity utilization goes beyond 82% in
this example, the WIP cost of the lower priority
surpassses the gain in revenue and the maximum
profit drops. We further apply the model to
address the following two questions.

Q1: How total utilization should be adjusted with
respect to PM change under given PXF
targets?

Optimization tools can be applied to compute

optimal capacity alocations and release rates of

individual priorities. A fab manager may also
utilize PXF charts for decison-making. For
example, consider Figures 2 and 3 as fab models
with priority-1 a 10% and the total capacity
utilization at 90%. If there is a new order
demanding an increase of priority-1 to 20% with
bottleneck capacity still at 90% utilization, then

PXF1 = 1.34 and PXF2 = 3.58 and profit increases

2.86% from Figure 5. To maintain PXF1<1.3 and

PXF2<3.2, the fab manager may want to reduce

the fab utilization to 84% so that PXF targets are

achieved at a price of 3.8% total profit decrease. In
this case, the tradeoff is between the revenue gain
from increase in high priority orders and the lossin
reducing low priority wafer release. Besides
capacity reduction, one may want to increase the
price of priority 1 to recover profit 10ss in priority

2. So, the model aso provides a link for pricing

consideration.

Q2: How to find cycle time bottleneck of tool

groups?

A two-priority, say P1 and P2, experiment is

designed for investigation. The numbers of

operation steps of P1 and P2 products are 32 and



60, respectively. There are 12 service nodes (tool
groups). Release processes of the two priority
wafers are Poisson while service time distributions
contain uniform, erlang-k and exponentid
distributions. This example basically follows that
in[9].

Figures 6 and 7 show comparisons of XFs between
simulation results and M/G/1: PR + PXF
contribution theory for priority land 2 under 12
tool groups with different service time distribution.
Table 1 shows the error percentages of each tool
group. Figure 8 shows XF contributions of each
node to fab XF and we can identify that tool group
5 is the cycle time bottleneck but the capacity
bottleneck istool group 3.

V. CONCLUSIONS

In this paper, we have designed and developed an
M/G/1:PR queue approximation-based network
modeling methodol ogy. The PXF models
obtained captures how operation priority,
production flow variations, and capacity
utilizations may affect individual PXFs of a fab.
We have adso demonstrated good application
potential of these models to the planning of priority
manufacturing services..

Figure 1: PXF model fitting
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Figure 2: the architecture of the Fab behavior mode
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Simulation and MG1+PXFC for priority 2
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Abstract - This paper develops modeling methods and fab
behavior models with predictability and scalability to capture
variability and manufacturing service differentiation in
semiconductor supply chain management. A novel, hybrid
decomposition  approximation-based priority queueing
network model is designed for fab behavior modeling. The
model characterizes the relationship between output
performance metrics of cycle time, wafer-in-process,
throughput, and capacity utilization and input factors of
priority mix, wafer release, capacity allocation and machine
characteristics. Model evaluation results over some fab
models demonstrate that the hybrid decomposition
approximation-based network model yields very quick and
good quality estimations of mean and variability of tool
group and fab performance metrics.

l. INTRODUCTION

A supply chain is a system of nodes that provides
manufacturing services—in fact, a variety of services.
Services differentiation, namely, prioritization, is common in
operations of semiconductor supply chains (SSC, Figure 1).
It affects how to alocate resources and charge prices. Such a
new paradigm of manufacturing services requires new
methods of operation control. The grand challenges will be
scalability and predictability with respect to differentiation of
services and variability that are exacerbated by rapidly
increasing product varieties and process variations in the
chains.

To provide service with differentiable ensures that the quality
of service (QoS), alocation of manufacturing capacity and
pricing of services have to be dependent of and differentiated
by QoS requirements. Product, process and operation
variability affects the performance of individual service
nodes such as tool groups and fabs and chains/networks of
service nodes. In order to predict the behavior of the SSC that
provide differentiated services, research is needed in follow
aspects. predictable and scalable performance metrics with
respect to the chain structure, and fundamental understanding
of the behavior of service nodes and chains under variability.

Among the SSC service nodes, fab is the most expensive,
complicated, and important. So this study is aimed at the
behavior modeling of afab and provides a cornerstone model
for supply chain management. In behavior modeling, the
output performance metrics consist of cycle time,
wafer-in-process (WIP), throughput, and capacity utilization.

And input options to afab include priority mix, wafer release,

capacity allocation and machine characteristics. The behavior
model describes the relationship between output performance
metrics and inputs, which are characterized by not only mean

values but also variability.

In this paper, we develop behavior models and modeling
methods that enhance the scalability and predictability of the
semiconductor supply chains with respect to varieties, and
differentiability of services. We aim at fab behavior modeling
that provides a cornerstone model for SSC management. The
network-based fab behavior models describe how priority,
resource allocation and sources of variations affect fab
performance metrics such as mean and variability of cycle
time, wafer-in-process, throughputs, and machine utilizations
asshownin Figure 2. The input/output relationship of afab
will be modeled as a network of priority service nodes [1].
Such a priority network captures factors and effects of
variations throughout the network model. The model is
scalable and allows chain/network performance metrics to be
decomposed into per node and per priority metrics. It has
also predictability that allows very quick evaluation of mean
and variability of both nodal and system output performance
metrics with various priority input options.

Il. FAB BEHAVIOR MODELING BY HYBRID
DECOMPOSITION OF PRIORITY NETWORK

Consider a fab with multiple part priorities, failure prone
machines, and re-entrant process flows. We model the fab
as a falurefree, batch-free, deterministic-feedback and
priority open queueing network (OQN) [4]. Then we design
and develop an innovative, hybrid decomposition
approximation-based approach for such a priority OQN with
a focus on capturing operation priority and variations in a
fab.

Key ingredients of the hybrid decomposition approach for
modeling a priority fab OQN are as follows:

1. Decompose the fab network into many independent
service nodes and their networking relationship by adopting
the decomposition approximation of queueing network
analyzer (QNA, [3]).

2.  Model single service node behavior by sequential
decomposition approximation (SDA) of coupling interactions
among prioritiesin one node ([2], Figure 3;

3. Combine the networking relationship among service
nodes with a fixed point iteration to approximate re-entrant
flow line performance.

More details will be given in the following subsections.

I1.1 Nodal Model: Sequential Priority Decomposition

The behavior modeling of priority single service node
provides a cornerstone for the fab behavior modeling. We
develop the noda behavior model with priority by treating
each service node independently as a GI/G/1 non-preemptive



priority queue, and then adopt the sequential decomposition
approximation (SDA) proposed by [2] among priorities for
our behavior modeling. SDA decomposes the coupling
among priorities into approximately independent queues for
individua priorities as shown in Figure 4 by the notion of
equivalent servicetime.

SDA determines “equivalent” service parameters for each
queue by taking the interactions with other queues into
consideration. The most important feature to consider in each
individual queue isthat the service time of ajob arriving into
an empty queue differs from one arriving into a non-empty
gueue. If ajob arrives into an empty queue, the equivalent
service time is measured from its arrival; else if ajob arrives
into a non-empty queue, its equivalent service time is
measured from the departure of the previous job having the
same priority to its departure. Given the equivalent service
time parameters and part release parameters, the means and
variances of the overall nodal performances and the departure
process of individual priorities can then be obtained.

I1.2 Decomposition Approximation-based Queueing Network
Modeling of Fab

In combining SDA with QNA [3], a priority open queueing
network (OQN) [4] is first developed for a fab with multiple
part types, multiple priorities, failure prone machines, and
re-entrant process flows. This re-entrant OQN is analyzed by
using a class of approximate decomposition methods. For
better handling of uncertainties, the aspect of variability, i.e.,
second order statistics, as well as mean values is adopted to
model the characteristics of this fab system. The
decomposition methods decompose an OQN into individual
network nodes and use two types of parameters to
characterize the stochastic arrival, service and departure
processes of each node: one describing the rate and the other
describing the variability. Various stationary network
performance measures, such as cycle time, WIP, and machine
utilization, can then be derived based on these two types of
parameters.

There is an OQN for each priority. OQNs of individual
priorities are coupled through competition of service node
resources. The priority coupling is handled by application of
the SDA procedure to sequentially solving the equivalent
service times from the highest priority in a node. We apply
ONA to dea with interactions among nodes: splitting,
merging, and deterministic feedback with priority. If a fab
has no re-entrant flows, this fab network is tandem queue
with flow always in a single direction from one node to the
other. Figure 4 depicts a two node-example. The departure
parameters of one node are equal to the arrival parameters of
next node in tandem queues. We can directly use QNA to
separate nodes in the network, and apply SDA to sequentially
analyze the performances of each priority in each node. But
in a fab, there are re-entrant flows and the arrival parameters
of one node are affected by the departure parameters of many
other nodes. Figure 5 depicts a simple re-entrant example of
two nodes and two priorities. We deal with the re-entrant
flows in a priority fab network by combining fixed point
iteration [] over SDA and QNA.

I11. MODEL EVALUATION

To evaluate the hybrid priority network model, we consider
the small example of Figure 5. Figure 6 contrasts the cycle
times obtained by hybrid SDA+QNA and simulation and
there are good fits.  Although there exists some differencein
standard deviation for priority 2, the difference does not
increase as the number of nodes increases.

Numerical experiments are also conducted on simple but
full-scale fab models [6] to examine the efficiency, accuracy
and application potential of hybrid decomposition
approximation-based queueing network modeling. Also
discrete event simulations are developed for validation of the
fab behavior model. These fab models have two parts with
two priorities classes, and the numbers of processing steps of
P1 and P2 are 32 and 60, respectively shown in Figures 7 and
8. In a specia fab model (SFM), all the service times of a
node have exponentia distributions. Other service node data
is the same that shown in Table 1. Node and system level
cycle times of the SFM are listed in Figure 9 and Table 2
respectively. The differences of mean cycle times of two
priorities and the cycle time standard deviation of P2 are
mostly within 3%. Although the difference of cycle time
standard deviation of P1 is high (up to 45%), the absolute
error isonly 1.627.

In ageneral fab model (GFM), the service times of individual
nodes have general distributions, such as uniform, erlang and
exponential (see Table 1). Node and system level cycle times
of the GFM are given in Figure 10 and Table 3 respectively.
The differences of mean cycle times of two priorities and the
cycle time standard deviation of P2 are mostly within 10%.
The cycle time standard deviation of P1, has a high relative
error of 55%. But again, the absolute error, 1.214, is still very
small as compared to the mean.

Comparisons of numerical results with simulation in these
two fab models show that our network modeling
methodology has good approximations in most nodal and
system performances. However, application of hybrid
decomposition approximation to each model (listed in Table
4) only requires less than 4 seconds of CPU time on a 2.8
GHz personal computer. This leads to fast calculation with
respect to changes of system input options. Consequently,
both the accuracy and computing efficiency of hybrid
decomposition approximation-based network modeling
support its potential for applications of real fab with service
differentiation.

IV. REMARKS ON APPLICATIONS

Responding to rapidly changing complex SSC requirements,
SSC planners/managers need an effective performance
evaluation/prediction tool to do what-if analysis between
SSC inputs and outputs. Given a set of priority mix, capacity,
mean and variability of wafer release, mean service time and
variability of tools, the hybrid decomposition
approximation-based network model allows very quick
evaluation of mean and variability of nodal and fab
performance metrics with good accuracy.

Effective evaluation of various input options in terms of
capacity allocation, priority mix, wafer release policy, tool



adjustment, etc. may serve as a behavior model for SSC
performance optimization. For example, the mean and
variability statistics at individual tool groups may also be
utilized by six-sigma management for on time and quick
delivery, where the mean val ues can be used to derive control
targets while variability values for calculation of control
limits.
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Figure 7: Process Flow of P1in 2-PR fab model
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Figure 8: Process Flow of P2 in 2-PR fab model

Table 1. Service processes of nodes for general fab model

g Hof ServiceTime ~ MPT  Utilization
Node \jachines  Distribution  (hrflot) %
1 1 Erlang Order 4  0.125 88.38
2 1 Exponential 0.125 85.23
3 1 Uniform 0.25 91.54
4 1 Erlang Order 3 1.8 68.18
5 1 Erlang Order 2 0.9 90.91
6 1 Erlang Order 4 0.6 83.33
7 1 Exponential 1.8 68.18
8 1 Erlang Order 3 0.2 80.81
9 1 Uniform 0.6 83.33
10 1 Erlang Order 2  0.3333  88.38
11 1 Exponential 0.6 83.33
12 1 Uniform 1.25 78.91
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Table 3: System level performance comparisons of general

Hours Priority 2 Mean Cycle Time

Node Index Node Index

Hours P1 Cycle Time Standard Deviation P2 Cycle Time Standard Deviation

fab model
Mean Cycle Time Stanc(:j);r:(liegelxr/? :ti on
SDA+QNA 15.137 3.503
Simulation 15.451+0.009 2.289+0.005
Absolute Error -0.314 1214
RelativeError - 203%  5302%
SDA+QNA 122.22 36.392
5 Simulation 112.0154+0.668 38.133+£0.424
Absolute Error 10.205 -1.740
RelativeError  9.11% 456%

: ﬁ N - : = —* Table 4. Comparisons of CPU times in fab models
i N = e N Average CPU time (seconds)
R R Tl\éva%izlo(rjletllﬁ Hybrid SDA+QNA | Simulation (one run)
Figure 9: Mean & std. dev. of nodal cycle times (SFM) Viodels
Special case 3.606 2466
Table 2: System level performance comparisons (SFM) General case 3.622 2484
. Cycle Time
Mean Cycle TiMe g ard Deviation REFERENCES
SDA+QNA 18.613 5190 [1] D.P. Connors, G E. Feigin, and D. D. Yao, A queueing network
- - model for semiconductor manufacturing, |[EEE Trans. Semi.
| _ Simulation  18572+0.014  3562240.008 Manuf., vol. 9, pp.412-427, 1996,
Absolute Error 0.041 1.627 [2] G Horvath and M. Telek, “Approximate Analysis of Priority
"""" S Queues” Technical Report, Technical University of Budapest,
Relative Error 0.22% 45.68 % 2000,
SDA+QNA 172.78 54.674 [3] W. Whitt, “The Queueing Network Analyzer”, The Bell System
: . Technical Journal, Vol. 62, pp2779-2815, 1983.
- +
2 Simulation 174695+ 1 159 530881 0.899 [4] M. D.Hu, S. C. Chang, “Translating Overall Production Goals
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