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Abstract 

The two-dimensional least mean square ( 2 0  
LMS) adaptive filters have been recently used in 
the image processing applications for reducing the 
noise. I n  this paper, a new two-dimensional LM- 
S algorithm is proposed. For the special desires 
to  the linear phase constraint during filtering the 
images, a n  additional linear phase constraint is 
added to  the existing 2 0  LMS algorithms. Com- 
pare with the conventional algorithms, the results 
show that the proposed algorithm is much more 
efficient both in computation time and memory s- 

t orag e .  

I. Introduction 

FIR filters with linear phase response are of 
great importance in designing filters [l] and in 
other signal processing systems where frequency 
dispersion, due to nonlinear phase Characteristic 
in passband, is undesirable. Applications’ exam- 
ples are in the areas such as system identification 
[2], communication [3] and high reso1utio.n har- 
monic analysis [2]. In image processing, the linear 
phase characteristic appears to be more critical 
than other applications [4]. Our visual world con- 
sists of lines, scratches, etc. A nonlinear phase dis- 
perses different frequency components that make 
up the lines and scratches, as a result ,this will 
bring seriously blur to the image. Thus, letting a 
image processed by a linear phase filter is inher- 
ently necessary. 
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Recently, 2D adaptive algorithm based on the 
method of steepest descent has been develope- 
d and applied to the noise reduction in images 
[5] [6][7]. These adaptive algorithms enable the fil- 
ter to have better tracking performance in non- 
stationary images than the conventional Wiener 
Filter which is designed under the assumption of 
stationary signal and noise. Although so much 
good adaptive algorithms have been develpoed, 
the filters are all with nonlinear phase response. 
In order to improve the performance of algorithm- 
s ,  the linear phase constraint must be added. This 
is the purpose for this paper. 

It is well-known that the linear phase FIR fil- 
ters have symmetric (half- symmetric) impulse re- 
sponse. This characteristic is quite useful in sim- 
plifing design and implementation of a filter. Thus, 
2D LMS linear phase filter will only need a half of 
the computation and memory of nonlinear phase 
2D LMS filter. Moreover, when 2D linear phase 
LMS algorithm is applied to the noise reduction 
in image, its mean square error (MSE) is small- 
er than that of the current 2D LMS algorithm, 
due to the linear phase constraint is important in 
filtering an image. 

11. 2D LMS linear phase filter 

The 2D FIR digital filters are generally repre- 
sented by the following convolution form : 
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where the size of the input signal x(m,n) is as- 
sumed to  be M x M and the size of the impulse 
response h(k,l) of the filter is assumed to be N x 
N. For convenience , we will only consider N is 
odd number case. When FIR filter is constrained 
to be linear phase, it must satisfy the following 
half-symmetric condition (Fig. 1 ) : 

h(k,Z) = h(N-1-k,N-14) ,(k,Z) E T  (2) 

In order that the filter output y(m,n) can track 
the desired input d(m,n),  we proposed the follow- 
ing 2D LMS linear phase algorithm : 

h,+l(k, I )  = h , ( k  I )  + ve(m,n) x (4) 

[z (m - k , n  - I )  + r (m+ IC - N +  1,n  + I - N + l ) ]  

initial value : ho(b, I )  = + 
where 

j : iteration number 
v : step size 

e(m, n )  = d(m, n )  - y ( m ,  n )  

The iteration number used in [ 5 ]  is j = m x M + n 
(Fig.2-(a)). This processing path updates the fil- 
ter taps line by line. Thus, the filter taps used 
on the first pixel of a line are just right the ones 
adapted by the last pixel of the adjacent fron- 
t line. Since 2D images are not continuous in 
this one-dimensional update path, it will cause 
a sudden jump to the adaption of the filter tap- 
s. The algorithm proposed by Ohki suggested a 
two-dimensional update path [6] (Fig.2-(b)), but 
it is not very efficient. From this speed consider- 
ation, we can still using one-dimensional update 
path but with the iteration number j as follows 
(Fig. 2-( c))  : 

h l l  h l 2  h 1 3  6 1 4  h l 5  

6 2 1  h 2 2  h z 3  h 2 4  h 2 5  

h 3 1  h 3 2  6 3 3  

h 2 5  h 2 4  623 h 2 2  6 2 1  

6 1 5  t i 1 4  6 1 3  t i 1 2  6 1 1  

Fig.1 A 5x5 half-symmetric filter taps. 

(a) Hadhoud's 
L 

(b) Ohki's s Fig.2 The update paths 

(c) Proposed 

j = m x A4 + n, 

of the three algorithms. 

m is even. 
m is odd. m x M + ( M  - n ) ,  

That means we update the filter taps with the 
path from left to right if m is even and from right 
to left if m is odd. 
During the adaptive process, the following con- 

straint has to  be added : 

c;=;lC&lh,(k, I )  = 1 ( 5 )  

This normalization procedure preserves the image 
local mean value, which also has been used in non- 
linear phase 2D LMS algorithm [ 5 ] .  

111. 2D adaptive linear phase enhancer 

In order to show the performance of the pro- 
posed algorithm, we compare it to the existing two 
algorithms : 
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Fig.3 The source irnage ”Lena” Fig.4 The degraded image with SNR=12.57 

Requirinents i l l  e x h  update procediire 
Mu1 ti pl icat i on Memory 

(maximum) 

Had hou d’s TI) L M S . v 2  x 2 N ‘ 
Ohki’s Algorithm 1%‘’ x 4 N’ x ( 2 M  - 3 )  

Proposed Algorithm x 2 vz+1 
2 

where !til x L4f is the  image s i n ’  dnt l  :V x .V is the  filter slze. 

The saves in both multiplications and Inenlo- 

ries can be observed. For example, if a 256 x 256 
contaminated image is processed by a 3 r: 3 fil- 
ter, the CPU time ratio of Hadhoud’s, Ohkj’s and 
proposed algoritlini is 1.8 : 3.G : 1 ant1 t h c  need of 
storage memory is 1.8 : 101.8 : 1. It can be shown 
that the proposed algorithm is miicli more efficicmt 
in computation time arid rntrriory storage. Since 
the need of large memory a i l 1  cause large data 
transfer time between CPU and the storage ele- 
ments. This linear phase proI)erty brings us rnore 
beliefits while escuting thv algorit hrn in a machi ne 
with limited spwd and memory such as PC. 

An example is sliomri in Fig.3 - Fig.8. and the 
parameters used iiw : 
..Lena” irnagc, size : 256 x 23G (Fig.3). 
Filter sizr. : 3 x 3. 
The image is degraded to  SNR=12.57 dB (E’ig.4). 

The best rc,sult,s of the tlirw filt,ers iiidivic1u;rlly 
kxre as follows : Fig.5 is t,lw irriitgc. processed by- t l i t  
Hodhoud‘s algorithn witli step size v = 7 >: 10 - l o  

and gets SNR=13.94. Tlie 0hl;i’s one with s tep  

- 

dB 

size v = 5 x and SNR=14.20 is on Fig.6. 
Finally, Fig.7 shows the one processed by the pro- 
posed algorithrn with step size 11 = 7 x IO-’ and 
gets SNR=13.56. A comparision of SNR to differ- 
ent step sizes is on Fig.8. 

Although the SNR improvement the proposed 
one achieves is less than the others, but the sim- 
ulation pictures show that the quality of the pro- 
posed algorithm is similar to the Ohki’s and Had- 
houd’s by visual observation. However, it is much 
faster than the others. 

IV. Conclusion 

The motivation of adding the linear phase con- 
straint to  the Two-dimensional LMS adaptive fil- 
ter has brought some benefits to us, especially in 
the compiitation time and memory storage. X1- 
though the image improvement shown with this 
additive constraint is not so evident, however, this 
proposed algorithm is very attractive for its speed 
and efficiency. 
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