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High-Performance JPEG 2000 Encoder
With Rate-Distortion Optimization
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Abstract—An 81 MSamples/s JPEG 2000 single-chip encoder
is implemented on 5.5 mm2 area using 0.25- m CMOS tech-
nology. This IC can losslessly encode HDTV 720p resolution at 30
frames/s in real time. Three techniques are adopted: line-based
discrete wavelet transform, parallel embedded block coding, and
precompression rate-distortion optimization. The line-based dis-
crete wavelet transform achieves the minimum external memory
access, while the internal memory is reduced by a proper memory
access scheme. The parallel embedded block coding increases
the throughput and reduces the memory bandwidth with similar
hardware cost comparing to conventional architectures. By ac-
curately estimating bit rates, the precompression rate-distortion
optimization reduces the required computational power and pro-
cessing time of the embedded block coding since the code-blocks
are truncated before compression. Experimental results show that
this encoder has the highest throughput with the smallest area
compared with other designs in the literature.

Index Terms—Discrete wavelet transform, embedded block
coding with optimized truncation, HDTV, image compression,
JPEG 2000, rate-distortion optimization.

I. INTRODUCTION

JPEG 2000 [1]–[4] is well known for its excellent coding
performance and numerous features [5], such as region of

interest (ROI), various kinds of scalabilities, error resilience,
and so on. All these powerful tools can be provided by a unified
algorithm in a single JPEG 2000 codestream. Fig. 1 shows
the functional block diagram of JPEG 2000. JPEG 2000 uses
discrete wavelet transform (DWT) [6] as the transform algo-
rithm and embedded block coding with optimized truncation
(EBCOT) [7], [8] as the entropy-coding algorithm. EBCOT
is a two-tiered algorithm. EBCOT Tier-1 is the embedded
block coding (EBC), which uses an adaptive binary arithmetic
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Fig. 1. Functional block diagram of the JPEG 2000 encoder. JPEG 2000 adopts
DWT and EBCOT as its transform and entropy coding algorithms, respectively.
EBCOT is a two-tiered algorithm, which contains EBC and RDO.

encoder. EBCOT Tier-2 is called the post-compression rate-
distortion optimization (RDO), which truncates the codestream
at target bit rate to provide optimal image quality. By use of
above new coding tools, JPEG 2000 outperforms JPEG by more
than 2 dB in peak signal-to-noise ratio (PSNR) over wide range
of bit rates [5]. However, the complexity of JPEG 2000 is much
higher than that of JPEG. In average, about 550 operations are
required to encode a sample by JPEG 2000 [9]. Thus, it requires
42.5 giga-operation per second (GOP) to encode HDTV 1280

720 4:4:4 at 30 frames/s (fps). Therefore, dedicated hardware
is the only possible solution to achieve high speed JPEG 2000
encoding for real-time applications.

There are three critical issues to design a high throughput
JPEG 2000 encoder. First, the DWT requires high memory
bandwidth and enormous computational power. Second, the
EBC requires extremely complicated control and sequential
processing. Third, the RDO requires a large memory for storing
the lossless code-stream and rate-distortion information. More-
over, it causes computational power waste since the EBC must
losslessly encode all the code-blocks regardless of the com-
pression ratio. All of the above issues require high operating
frequency, huge memory size, and high memory bandwidth for
chip implementation of a high-speed JPEG 2000 encoder.

Some JPEG 2000 designs have been reported in the literature
[10]–[14]. However, they suffer from high operating frequency
or large area. The designs in [11], [12], and [14] operate at fre-
quency higher than 150 MHz to provide the throughput of about
50 MSamples/s (MS/s). On the other hand, the design in [12] oc-
cupies 289 to achieve about 50 MS/s throughput. In order
to lower the operating frequency, Yamauchi [13] proposed an
architecture, which achieves 21 MS/s at 27 MHz operating fre-
quency. However, the area, which is 25 , is still too large.

All the above problems come from the EBC. In the above
designs, two techniques are adopted to increase the throughput
of the EBC: increasing operating frequency and duplicating the
EBC module. Increasing operating frequency is the simplest
method to increase the throughput without increasing hardware
cost. However, this technique directly leads to high power con-
sumption. In order to avoid high power consumption, others
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Fig. 2. Various abstract levels in JPEG 2000. An image is divided into tiles,
subbands, code-blocks, bit-planes, and coding passes.

adopt the technique of duplicating the EBC module to increase
the throughput of their JPEG 2000 designs. However, this tech-
nique results in a large silicon area, and therefore high hardware
costs.

In this work, we proposed a high-performance architecture
for the JPEG 2000 encoder. For the EBC, we proposed a parallel
architecture that increases the throughput without increasing
operating frequency or silicon area. To optimize image quality,
we also proposed a precompression RDO algorithm and ar-
chitecture. By deciding truncation points before the EBC, the
proposed algorithm can avoid unnecessary computations and
eliminate the memory requirement for the rate-distortion infor-
mation. In order to reduce the I/O access power consumption, a
line-based architecture is proposed to achieve two-dimensional
(2-D) and two-level DWT operations. This architecture can
reduce the memory access to only one read and one write
per sample, which is the theoretical lower bound. Combining
the above three techniques, a JPEG 2000 encoder with high
throughput, high image quality, and small area is proposed.

The remainder of this paper is as follows. Section II provides
an overview of JPEG 2000. In Section III, the system architec-
ture of the proposed JPEG 2000 encoder is described. Imple-
mentation results and comparisons are shown in Section IV. Fi-
nally, Section V concludes this paper.

II. JPEG 2000 OVERVIEW

In JPEG 2000, an image is decomposed into various hierar-
chical levels for coding, as shown in Fig. 2. An image is parti-
tioned into tiles, which are independently coded. By encoding
each tile independently, the JPEG 2000 can provide random ac-
cess to the whole image. Each tile is decomposed by the DWT
into some subbands with certain decomposition levels. For ex-
ample, seven subbands are generated by two levels of decompo-
sitions. Resolution scalability can be supported by decoding bit-
streams at various decomposition levels. One subband is further
divided into code-blocks to be processed by the EBC. The DWT
coefficients are represented as sign-magnitude for the EBC.

A. Discrete Wavelet Transform

In JPEG 2000, a multilevel 2-D DWT procedure is defined on
a tile. In each decomposition level, the 2-D DWT decomposes
the th LL band into four subbands— , ,

, and . Note that the original tile is viewed as
. A 2-D DWT is accomplished by cascading two one-di-

mensional (1-D) DWT, vertical 1-D DWT followed by hori-
zontal 1-D DWT. The LL band is obtained by lowpass filtering
in both horizontal and vertical directions. On the contrary, the

Fig. 3. Signal flow graph of 5-3 filter. Even-indexed coefficients are lowpass
coefficients and odd-indexed coefficients are highpass coefficients.

Fig. 4. Block diagram of the EBC algorithm. The CF generates context-deci-
sion pairs for the AE to generate the embedded bit streams.

HH band is obtained by highpass filtering in both directions.
The HL (LH) band is obtained by highpass filtering in the hor-
izontal (vertical) direction and lowpass filtering in the vertical
(horizontal) direction.

For the 1-D DWT, the 5-3 reversible integer wavelet filter
[15], also called Le Gall 5-3 filter, is defined using lifting-based
filtering. Let and denote the input and output signals,
respectively. The odd-indexed output, highpass coefficient, is
calculated by

(1)

Then, the even-indexed output, lowpass coefficient, is calculated
by

(2)

The signal flow graph of the 5-3 filter is shown in Fig. 3. The
reason why the filter is called 5-3 filter can be observed from the
figure. The first number, 5, comes from that every lowpass coef-
ficient is obtained by computations involving five input pixels.
Similarly, the second number, 3, comes from that every highpass
coefficient is obtained by computations involving three input
pixels.

B. Embedded Block Coding

The embedded block coding algorithm is, in fact, a context-
adaptive arithmetic encoder. It comprises the context formation
(CF) and the arithmetic encoder (AE) as shown in Fig. 4. The
CF generates context-decision pairs for the AE to generate the
embedded bit streams. The AE encodes the binary decision with
the probability adapted by the context. In the following, we will
focus on the dataflow of the EBC. For more detailed information
about the CF and the AE, the readers can refer to [7] and [8].

The scan order of the EBC is shown in Fig. 5. A magnitude
bit-plane is divided into stripes, each of which is four samples
high and equal width with the code-block. A column-based scan
is used for scanning sample coefficients in each stripe. Three
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Fig. 5. Stripe-based scan order of the EBC. A 3 � 3 context window is used for the CF. The numbers indicate the scan orders.

TABLE I
CODING PASS CLASSIFICATION

Fig. 6. Organization of embedded bit stream. The embedded bit stream of a
code-block is organized from the MSB bit-plane to the LSB bit-plane, and Pass
1 to Pass 3 within a bit-plane.

scans are required for a magnitude bit-plane: significant prop-
agation pass (Pass 1), magnitude refinement pass (Pass 2), and
cleanup pass (Pass 3). Each sample coefficient belongs to one
of the three coding passes according to the significant state of
coefficients in the context window as shown in Fig. 5. The sig-
nificant state stands for whether there is a nonzero sample coef-
ficient coded in previous scans. When the significant state is “1”
for a sample coefficient at, say, position 4, it means that at least
a nonzero sample coefficient at position 4 has coded in previous
scans. The conditions to classify a sample coefficient into one
of the three coding passes are shown in Table I. As shown in
Fig. 6, the embedded bit streams of a code-block is organized
in the order— , and , where
is the number of nonzero bit-planes of the code-block. The bit
stream is said to be embedded because it can be truncated at end
of any coding pass, and the resulting partial bit stream can also
be decoded.

C. Rate-Distortion Optimization

In this section, we will briefly introduce the RDO in the JPEG
2000. Let and denote the rate and distortion of the th
code-block . Let be a feasible truncation point, i.e. a
coding pass, of , and is monotonically increasing from

to in Fig. 6. Thus, truncating at results in
and . The bit stream is optimized if the distortion cannot

be reduced without the increase of the rate or, equivalently, the
rate cannot be reduced without the increase of the distortion. The
RDO is to find an optimal truncation point set, , that results
in the optimized bit stream under rate or distortion constraint.

Fig. 7. System block diagram of the proposed JPEG 2000 encoder. The DWT,
EBC, and BSF modules are pipelined at tile-level by two off-chip SRAMs.

This problem has been [7] mapped on the rate-constrained La-
grange equation

(3)

where is the Lagrange multiplier. For a given , is obtained
by

(4)

where and are the reduced distortion and increased
bit rate by selecting the coding pass corresponding to . There
is an interesting property of this solution that only and

are the required information to achieve the RDO instead
of the and . That is to say, the RDO can be achieved when

is sufficiently close to even if the full R-D information is
unknown.

III. SYSTEM ARCHITECTURE

The architecture of the proposed JPEG 2000 encoder is shown
in Fig. 7. There are six functional blocks in this architecture: the
main control module, the DWT module, the EBC module, the
bit stream formation (BSF) module, the RDO module, and the
SRAM address generator (AG) module. The SRAM AG module
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TABLE II
COMPARISONS OF VARIOUS 2-D DWT ARCHITECTURES

Fig. 8. Block diagram of the proposed two-level 2-D DWT architecture. The
architecture can process two samples per cycle.

translates the addresses of the DWT, EBC, and BSF modules
into real SRAM addresses. The main control module is a hard-
wired controller, which is composed of three finite state ma-
chines (FSM). The hardwired controller is much more cost-ef-
fective than general-purpose processors. The DWT, EBC, and
BSF modules are pipelined at tile-level by use of the two off-
chip SRAMs. The RDO module, which realizing the proposed
RDO algorithm, observes the output of the DWT module and
truncates the input of the EBC module. In the subsequent sec-
tions, we elaborate the architecture in detail.

A. Discrete Wavelet Transform

Memory issues are the most important for the DWT in JPEG
2000. Unlike the 8 8 discrete cosine transform (DCT), the
DWT operates on a much larger area. Therefore, it becomes the
major goal to reduce the memory requirements, which contain
off-chip memory bandwidth and on-chip memory size. Table II
shows the comparisons of three 2-D DWT architectures: the di-
rect 2-D, overlapped block-based, and line-based architectures.
The is the block size of the block-based architecture and the

is the tile width. The and depend on the filter type. Two
levels of decompositions are assumed. The line-based architec-
ture minimizes tile memory bandwidth with some inter buffers.
On the other hand, the block-based and direct 2-D architec-
tures reduce the internal buffer size with the increase of the tile
memory bandwidth. Note that the increase of tile memory read
is proportional to the data recomputation of the retransmitted
pixels. These computations are unnecessary, and therefore com-
putational power and processing time are wasted.

Fig. 8 shows the proposed DWT architecture. Two 1-level
2-D line-based DWT modules are cascaded to accomplish the
two-level 2-D DWT decomposition with the minimal memory
bandwidth, which is one read for original pixel and one write
for transformed coefficients. The architecture can process two
input pixels and produce two output coefficients, one lowpass
coefficient and one highpass coefficient, in a cycle. For the 2-D
DWT, the internal buffers can be classified into two categories:

Fig. 9. Comparisons between the two RDO algorithms. (a) Post-compression
RDO algorithm performs RDO after the EBC. (b) Precompression RDO algo-
rithm performs RDO before the EBC.

the data buffer and the temporal buffer. The data buffer serves as
the transpose memory between the 1-D row and column DWT
modules. Unlike the conventional implementation in which data
buffer requires two lines of pixel data [17], we use only 1.5 lines
to implement it by use of a proper data access scheme [16]. To
achieve the 128 128 tile size, 8512 bits of buffers are
required. Three of the six buffers are implemented by two-port
SRAM with 128 24 , 64 24 , and 64 28 , respectively.
The other three are implemented by register files with 32 24
, 32 28 , and 16 28 , respectively.

B. Precompression Rate-Distortion Optimization

RDO is one of the important features of JPEG 2000. In the
JPEG 2000 verification model (VM) [2], a post-compression
RDO algorithm is recommended, which performs RDO after
the EBC as shown in Fig. 9(a). There are two drawbacks of
the post-compression RDO algorithm. First, the computational
power and the processing time are wasted since the source image
must be losslessly coded by the EBC but some bit streams are
discarded by the post-compression RDO. Second, the large tem-
porary memory is required to buffer the lossless bit streams and
RD information for the rate control. To solve these problems, we
proposed a precompression RDO algorithm [18], which utilizes
the properties of the DWT and EBCOT algorithms, as shown in
Fig. 9(b). By performing RDO before the EBC, the computa-
tional power and processing time of the EBC are saved and the
buffers for RD information are eliminated.

Incremental rate and incremental distortion of
embedded bit streams are essential for the RDO. The can
be calculated in DWT domain, i.e., before the EBC, since it only
depends on the value of the coefficient. The , on the other
hand, cannot be known before actual coding by the EBC, and
therefore the needs to be estimated. The accuracy of esti-
mation is essential to achieve the RDO before the EBC without
significant quality loss. Two features, randomness and propaga-
tion, of the EBC algorithm are utilized to accurately estimate
the . Randomness represents the random property of Pass 2.
The coding gain of Pass 2 is almost constant for various images,
components, subbands, and bit planes as shown in Fig. 10. Each
point in the figure shows the coding result of certain Pass 2 bit
stream. The “Bits” shows how many bits belong to the coding
pass, and the “Rate” is the length of the resulting embedded bit
stream of that coding pass. As can be seen, almost all the coding
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Fig. 10. Randomness property of Pass 2. The coding gain of Pass 2 is almost
constant regardless of images, tiles, subbands, code-blocks, and bit-planes.

Fig. 11. Flowchart of the precompression RDO algorithm. In the accumulation
stage, rate and distortion are calculated and accumulated. The truncation points
are decided in the decision stage.

passes lie on a straight line, which means that the coding gain is
almost the same for all the coding passes belong to Pass 2. Prop-
agation property means that nonsignificant bits in the lowest
two bit-planes will almost belong to Pass 1 due to the signif-
icant propagation. Experimental results show that only 0.72%
and 9.47% of nonsignificant bits belong to Pass 3 for the lowest
two bit planes, respectively. Thus, we can assume that a bit in
the lowest two bit-planes is very likely to belong to Pass 1 if it
does not belong to Pass 2. Combing the above two properties,
the and the of the available truncation points ,
which contain Pass 1 in the lowest two bit-planes and Pass 2 in
all bit-planes, can be obtained since determining whether a bit
belongs to Pass 2 is possible before the EBC.

The flowchart of the proposed precompression RDO algo-
rithm is shown in Fig. 11. It contains two stages: the accumula-
tion stage and the decision stage. In the accumulation stage, the
incremental distortion and bit counts are accumulated for .
In the decision stage, the weighted distortion and estimated bit
rate are calculated, and the truncation points are decided ac-
cording to the requested quality. Note that, coding passes be-
long to are feasible truncation points. The hardware of the
RDO module is a direct mapping of the algorithm. The distor-
tion of a sample coefficient is obtained by table lookup. The
distortion normalization and the bit rate estimation are simply
constant multiplications. By comparing the quality index with
the rate-distortion value of each truncation point, the truncation
point can be decided.

Fig. 12. Block diagram of the parallel EBC architecture. The architecture can
process all bit-planes of a DWT coefficient per cycle.

C. Embedded Block Coding

The most critical challenge to increase the throughput of a
JPEG 2000 design is the EBC, which requires a lot of sequen-
tial operations and complicated controls. In our previous work
[19], [20], a parallel EBC engine is proposed to process an en-
tire DWT coefficient in a cycle. The major problem to integrate
the parallel EBC engine is how to efficiently arrange and form
the embedded bit streams. In this work, we proposed an efficient
addressing scheme to solve this problem. The block diagram of
the parallel EBC architecture is shown in Fig. 12. It contains
two parts: the EBC engine and the memory interfaces (MEM
I/F). The MEM I/F includes a parallel-to-serial read (PSR) AG,
a parallel-to-serial write (PSW) AG, and an arbiter. The arbiter
is used to make sure that only one AG is granted to access the
SRAM and to prevent deadlocks from happening. In the fol-
lowing, the EBC engine, the PSR AG, and the PSW AG are de-
scribed in detail.

1) EBC Engine: In [19] and [20], we proposed an EBC en-
gine capable of processing a DWT coefficient in parallel, re-
gardless of bit-width. In this section, we’ll briefly review the
architecture. Four new techniques are used to achieve the par-
allel processing. First, the gobang register band (GRB) fits the
input coefficients with the dataflow defined in the standard. Sec-
ondly, the parallel context formation (PCF) approach is taken,
instead of traditional sequential approaches [21], to increase the
processing speed. Thirdly, a reconfigurable FIFO (RFIFO) ar-
chitecture that reduces bubble cycles is obtained by exploiting
the features of the EBC algorithm and the DWT algorithm. Fi-
nally, a folded arithmetic encoder (FAE) architecture is devised
to reduce the area. Combing the three techniques, the parallel
architecture is about six times faster than the best techniques
described in the literature with similar hardware cost.

The block diagram of the parallel EBC engine is shown in
Fig. 13. It can encode an 11-bit DWT coefficient per cycle.
Therefore, 28 coding passes must be processed in parallel since
each magnitude bit-plane, except the most significant bit (MSB)
bit-plane, contains three coding passes. These bit streams are
encoded by the FAE, which can process five of them at a time.
Thus, there will be at most five output bytes per cycle.
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Fig. 13. Block diagram of the EBC engine. This architecture can process 11 bit-planes of a DWT coefficient per cycle.

Fig. 14. Adaptive link list addressing scheme. (a) Bit allocation. (b) Two types
of data arrangements.

2) PSR AG: The DWT coefficients are stored in the SRAM
by a packed pattern. Two coefficients are stored in one word.
The PSR AG reads the coefficients, which may be truncated by
the RDO, and inputs serially to the EBC engine. Note that, 22
bits of a word is used since one DWT coefficient is 11 bits wide.

3) PSW AG: Due to the parallel processing, the EBC en-
gine will simultaneously process 28 bit streams and outputs
five of them in one cycle in the extreme case. To reduce the
SRAM requirement, the partial bit streams are stored back to the
same memory space as the coefficients. Because the coefficients
that have been processed are no longer needed. The bit streams
must be buffered since the header depends on the bit stream
lengths. The challenge is how to use the limited and uncertain
memory spaces to store 28 independent and randomly appeared
bit streams. One cannot simply use predefined addressing rules.
The address can only be decided after each byte appeared, and
the address must be recorded for combining bit streams later.

The link list, in which some bits of a word are used as a pointer
to the next word, is a straightforward solution. Since the SRAM
has 8 words, the pointer must have 13 bits. Thus, 11 bits
are left and only one byte can be stored. Under this addressing
scheme, the compression ratio of the EBC must be higher than

. This is not feasible since the compression ratio of
the EBC is typically 2.

To solve this problem, we proposed an adaptive link list
(ALL) addressing scheme. As shown in Fig. 14(a), a word is
divided into two parts: a type flag and a data segment. The data
segment has two configurations indicated by the type flag as
shown in Fig. 14(b). When the type flag is 0, the data segment

is in short mode, in which the pointer has 7 bits. Otherwise, the
data segment is in long mode and the pointer has 13 bits. Thus,
one and two bytes can be stored in the short and long modes,
respectively. The effectiveness of the ALL scheme lies in the
unequal distribution of coding passes across the bit-planes. In
general, almost all bytes are stored using short mode for the
coding pass that are the majority of the bit-plane. Experimental
results show that over 93.3% of memory words are used as the
short mode, which means that
bytes are stored in one word in average. This packing ratio can
support compression ratio as low as 1.55 ,
which rarely happens. In general, such a low compression ratio
only occurs at LL band. Thus, the partial bit streams that are
unable to stored back to the original memory space are stored
in the other three subbands from the end since the LL band is
processed after all other subbands. This effectively solves the
problem since the overall compression ratio of a tile is almost
guaranteed to higher than 2 for nature images.

In order to provide the random access, the packed packet
header (PPH) is generated. The PPH is generated after entire
code-block is coded since it requires the length of each partial
bit stream. Taking advantage of this, the PPH is stored at the
end of memory space, in which the code-block coefficients are
stored.

D. Bit Stream Formation

The block diagram of the BSF module is shown in Fig. 15.
The main header and tile header are generated by header table
according to the state. The packet header analyzer and bit stream
analyzer decode the read data from SRAM into packet header
and bit stream. They also generate appropriate signals to the
packet AG to generate next address. The sequencer combines
the header and bit stream into codestream.

The processing time of the BSF module is dominated by the bit
stream analyzer. It analyzes the data read from memory and ex-
tracts the ALL pointer and partial bit streams. Since two cycles
of latency are required to access external SRAM, it can only ana-
lyze one word in two cycles. In the extreme case, there will be 8
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Fig. 15. Block diagram of the BSF module. The sequencer combines main
header, packet header, and partial bit streams to form the final codestream.

Fig. 16. System scheduling and bandwidth usage. The block in gray and white
represent that the operations need and need not access the SRAM.

bytes of bit streams of a tile assuming a compression ratio
of 2. As mentioned in Section III-C3, a memory word can store
1.93 bytes on average. Therefore, the maximum processing time
of the BSF module will be ) cycles.

E. Scheduling

Fig. 16 shows the system scheduling and the bandwidth usage
of the off-chip SRAMs. Tile-level pipeline is chosen to achieve
high throughput and high utilization. There are three pipeline
stages: the DWT, the EBC, and the BSF modules. The RDO
module neither forms an individual pipeline stage nor uses any
memory bandwidth. It observes the output coefficients of the
DWT module to decide the truncation points, and on the other
hand it truncates the input coefficients of the EBC module ac-
cording to the truncation points. Thus, it operates at two pipeline
stages for two tiles concurrently. In order to reduce power con-
sumption, the DWT, the RDO, and the BSF modules are operand
isolated at idle stages. Therefore, the switching power of the pro-
cessing elements are saved.

By such efficient scheduling, the memory bandwidth of ex-
ternal SRAM is two operations per cycle at most, which enables
the use of two single-port SRAM. The scheduling is achieved
by matching the processing rate of the DWT, the EBC, and the
BSF modules. The throughput of the EBC module depends on
the truncation points, and is about one coefficient per cycle.
Adopting lifting scheme, the throughput of the DWT module is
two coefficients per cycle. By using the ALL addressing scheme
(Section III-D), the BSF module can finish its work in about
8 cycles, which approximately equal to the speed of the DWT
module. Thus, the DWT and the BSF modules are designed to
share the memory bandwidth of one SRAM. During a pipeline
stage, the BSF module reads bit streams of the th tile
from one SRAM and forms the codestream. After that, the DWT
starts to transform the th tile and stores the transformed
coefficients into the same SRAM. Meanwhile, the EBC module

Fig. 17. Rate-distortion curves comparisons. The proposed precompression
RDO is about 0.3 dB lower than the post-compression RDO.

TABLE III
THROUGHPUT VERSUS BIT RATE OF LENA

Fig. 18. Micrograph of the prototype chip. The core size is 2:73�2:02mm .

TABLE IV
CHIP SPECIFICATIONS

reads the DWT coefficients of the th tile from the other SRAM
and stores the bit streams back to the same SRAM. Therefore,
these techniques enable fully utilization of SRAM bandwidth
and reduce the number of SRAM by one.

IV. EXPERIMENTAL RESULTS

A. Performance and Chip Features

The rate-distortion curves of the proposed precompression
RDO and the post-compression RDO in VM [2] are shown in
Fig. 17. The average quality loss of the proposed precompres-
sion RDO is about 0.3 dB. The degradation mainly comes from
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TABLE V
COMPARISONS OF VARIOUS JPEG 2000 DESIGNS

the estimation error and the missing truncation points. However,
the degradation is negligible when compared with the benefits
brought by the algorithm.

Table III shows the throughput of the encoder at various bit
rates. The test image is of size 512 512 and 24 bits per
pixel (bpp). In lossless mode, the throughput is about

samples/cycle. The throughput
can be greatly increased to 0.99 samples/cycle in lossy mode.
The speedup comes from the precompression RDO algorithm
that truncates the DWT coefficients before the EBC module.
Thus, the data to be processed by the EBC module are reduced.
In extreme cases, a code-block is entirely discarded by the RDO
module, which greatly reduces the processing time.

The micrograph of the prototype chip is shown in Fig. 18. The
DWT area seems somewhat large due to the limitation of avail-
able SRAM architectures. The chip size can be further reduced
by use of high-density SRAM. Table IV summarizes the chip
specifications measured. This chip is fabricated with a 0.25-
CMOS 1P5 M technology, in which 914 transistors are inte-
grated on . It consumes 348 mW at 81 MHz
and 2.8 V supply voltage. Operating at 81 MHz, it can encode
at least 54 MS/s in lossless mode and 81 MS/s in lossy mode.
For natural images, the compression ratio is ranging from 1.8 to
20 corresponding to PSNR higher than 35 dB. Thus, the max-
imum output data rate of this chip is about 360 megabits per
second (Mbps). It can support HDTV 720p (1280 720) 4:4:4
at 30 fps in real-time. Table IV also shows the memory require-
ments and the logic gate counts (2-input NAND gate equivalent)
of the chip. Note that the gate counts of the main control module,
the BSF module, and the SRAM AG module are 9386, which is
much more efficient than a general-purpose processor.

B. Comparisons

A performance index (PI), defined as throughput per
and per MHz, is used to make a fair comparison to existing work.
The PI of this work is , which
means this work can process 0.182 samples per unit area per
cycle. The area of the JPEG 2000 core in [13] is estimated as
25 and the PI will be .
Hence, the developed chip is six times better than [13] using
this metric. The improvement is mainly due to the proposed par-
allel EBC architecture. In order to make a complete comparison
among various designs, important parameters for a JPEG 2000
encoder are summarized in Table V. It can be seen that this work

achieves the highest throughput with the smallest area. More-
over, this work provides a rate-distortion optimized codestream,
which is an important feature of JPEG 2000.

V. CONCLUSION

In this paper, a high-performance JPEG 2000 single-chip is
implemented by use of 0.25- CMOS technology. It can real-
time encode HDTV 720p resolution at 30 fps at 81 MHz. Three
techniques are adopted in this paper: the line-based DWT ar-
chitecture, the parallel EBC architecture, and the precompres-
sion RDO algorithm. The line-based DWT architecture mini-
mizes the memory bandwidth with small internal buffer by use
of proper data access scheme. The parallel EBC architecture
can process all the bit-planes of a DWT coefficient each cycle,
which dramatically increases the throughput of the encoder. The
precompression RDO algorithm optimizes the image quality by
precisely estimating the rate and distortion before the EBC. Ex-
perimental results show that this encoder achieves the 81 MS/s
processing rate with 5.5 area, which are both the best re-
sults in the literature.
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