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Design and Analysis of Accelerative Preallocation
Protocol for WDM Star-Coupled Networks

Chuan-Ching Sue and Sy-Yen Kueellow, IEEE

Abstract—For a wavelength division multiaccess (WDMA) performance because a large number of collisions and retrans-
system, the reservation (R-WDMA) and the preallocation missions can occur if many stations request the same data or
(P-WDMA) protocols are two major media access methods 0 ¢4niro| channel simultaneously, especially in a high-load en-

support packet-switched traffic. In this paper, a new media ac- . t Alth h | h dtoi
cess control (MAC) protocol, accelerative preallocation WDMA vironment. ough several approaches were proposed to Im-

(AP-WDMA), is proposed to overcome the disadvantages of Prove the performance of R-WDMA [13], [17], they only illus-
P-WDMA and retain its advantages. AP-WDMA relieves the tech- trate the application of the protocols on specific WDM archi-
nology constraints by restricting the wavelength tunability at only  tectures with constraints such as tunability and large tables. Al-
one end of the communication link, removes the channel and station though the approach in [11], [14] used two phases, reservation

status tables required by R-WDMA, and uses simple arithmetics dt o ¢ id th f trol ch L th
to allocate channels. Although it uses a dedicated control channel @N¢ ransmission, to avoid the use ot a control channet, the prop-

to send control-acknowledge packets, AP-WDMA employs a adation and tuning delays incurred in the reservation phase may
network management mechanism to make full use of idle time have big impact on performance. Sivaraman and Rouskas also

slots under different propagation and tuning delays. In addition, proposed a look-ahead mechanism without a control channel to
it is well suited to wavelength-limited networks. Three heuristic collect the status of buffers on data channels for generating a

methods for channel sharing, interleaved (1), neighborhood (N), . . -
and weighted-balanced (WBH), are evaluated. Through analytical P-WDMA-like schedule [23]. However, this mechanism must

evaluations, AP-WDMA is shown to be able to improve the channel check the packet type and will not be useful if the propaga-
utilization and system throughput much more significantly than tion and tuning delays are negligible. Furthermore, P-WDMA
I-TDMA *, which is a P-WDMA protocol. We also evaluate the js not always efficient because, first, if the traffic is not uni-
impact on the performance of AP-WDMA by the number of chan- 4y, iy o network, some stations and channels may remain idle

nels, the four traffic types (mesh, disconnected, ring, and uniform), hile oth it f iate ti lot ina | d
the degree of channel sharing, and the unbalanced load amongW lie others wait for appropriaté ime slots, causing large de-

channels. The results show that the utilization is scalable interms of 1ays. Second, if a source wants to transmit data right after a
the number of channels. Furthermore, the utilization of channelsis prescheduled time slot in which it can communicate with its

best for the ring-traffic type and worst for the disconnected-traffic  destination, it must wait until the next prescheduled time slot for

type, and the system throughput decreases as the degree of channe g nsmission. In either case, the network will have lower channel
sharing increases. Finally, using heuristics | or WBH instead of N e ! .

can resolve the unbalanced load problem under various traffic utilization, lower throughput, and higher delay. i

types and degrees of channel sharing. Although several P-WDMA protocols were proposed in [20],

Index Terms—Channel sharing, media access protocols, optical [21]’_[24] under the constraints of tuning, proce;sing, o.r prop-
networks, wavelength division multiplexing (WDM). agation delays, they all assumed that the traffic load is fixed
and known in advance so that they can schedule the transmis-
sion better. In realistic situations, the traffic load changes be-
tween uniform and nonuniform, as well as high and low. In ad-

OR the past decade, optical technology has been usiition, each station in those approaches uses alarge table to store
widely in high-speed long distance communications aritie time-wavelength-station schedule, rather than simple arith-
local area networks (LANs) [1]-[3]. For general applicationnetics to derive the cyclic schedule, as the P-WDMA in [15],
wavelength division multiplexing (WDM) [4]-[10] is the [16], [22].
most popular and efficient technology investigated, so far, thatin this paper, the AP-WDMA, which is based on P-WDMA
utilizes the very high data rate and vast bandwidth provided byd the methods in [25], [26], is proposed. To make a station
an optical fiber. simple, a cyclic P-WDMA is preferred because the frame size

The reservation (R-WDMA) and the preallocation protocolim a cycle is fixed to save the memory space for maintaining the
(P-WDMA) are two main media access methods developed fechedule. To overcome the drawbacks of P-WDMA without
this purpose [11]-[17], [20]-[24]. P-WDMA [12], [15], [16], adding too much cost, AP-WDMA allocates a small time slot
[20]-[22], [24] has lower implementation and operation conin the control channel to perform the control and acknowledg-
plexity, and R-WDMA [11], [13], [14], [17], [23] has worse ment. The protocol enables a source station to possibly transmit

the data earlier than the prescheduled time slot using the simple
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Fig. 1. Example FTTR-S with several users per station. . . . ) .
Fig. 2. The architecture of a station. F-Tx: fixed-tuned transmitter. F-Rx:

fixed-tuned receiver. T-Rx: tunable receiver.

management and system synchronization. Even if early trans-
missions cannot be achieved in some cases, AP-WDMA still 2. ... to N. Wavelength\(i) € {\1, Xa, ..., Ac} is as-
performs better than P-WDMA. Thus, it retains the advantagegned to the transmitter of statieéras its home channel, =
of P-WDMA and improves the performance of P-WDMAL, ..., N. A group of stations with the same home chankel
Furthermore, AP-WDMA works well in a wavelength-limitedis identified asF'7; = {stationk: A(k) = X;}. For the trans-
network, where the number of wavelengths is smaller than thession function, each statiaiis provided with two fixed-tuned
number of stations, by channel sharing mechanisms. @hly transmitters to avoid frequent tuning. One is fixedafor con-
additional memory spaces for storing the identifications of theolling and acknowledging early transmission and the other is
corresponding source stations are necessary in each statiorfif@d at its home channel(:) for data transmission. For the re-
making acknowledgment decision, whekeis the number of ception function, each statiaiis equipped with one fixed-tuned
stations in the network. receiver and one tunable receiver to avoid frequent tuning. The
The rest of this paper is organized as follows. In Section Kixed-tuned receiver is also fixed & to receive the control and
we define the architecture considered in this paper. The meg@i@K packets, whereas the tunable receiver can switch to any
access protocol, AP-WDMA, is proposed in Section Ill. Se@ata channel for data reception. The architecture of each station
tion IV presents the analytical evaluations and results. Finallg,shown in Fig. 2. Some elements not shown in Fig. 2 are intro-

we conclude our study in Section V. duced here. First, each station has additidviall single-packet
buffers with one buffer for the packets to a specific destination.
Il. ARCHITECTURE Packets arriving at a full buffer are lost. It should be emphasized

In this section, we will illustrate the architecture forthat this is a model of the media access control (MAC) layer

AP-WDMA. The concept of AP-WDMA can be applied to ar])120]. Packets that cannot be buffered at the MAC layer are not

WDMA system that has either tunable transmitters or tunab?gtua"y Iqst and are typically buffered ata higher Iayer..Seclond,
every station should reservé memory spaces, each with size

receivers but not both, and the number of channels is less “23 N), to determine the destination identification of the ACK

or equal to the num_ber of stations. In this paper, only_ the ba acket in the AP-WDMA if the system is a wavelength-limited
architecture is considered, for clearer presentation without 0SS

: . . . } .__.network. On the other hand,N¥ = C, only one memory space,
of generality. The basic architecture is the fixed-transmission

tunable-reception passive star (FTTR-S) architecture, whil stead ofly memory spaces, is required to generate the proper
. . ; ACK packet.
is a single-hop broadcast-and-select photonic network bui
based on a passive star coupler, as shown in Fig. dtafion
which is an optical-electronic converting module using WDM
components, is connected with a single user or a cluster ofin this section, AP-WDMA is proposed based on the assump-
users, whereas aseris a set of electronic components. Useréons in [25], [26]. Fig. 3 shows the allocation map for data
can be interconnected based on any network topology and gkannels in AP-WDMA. Fig. 3(a) shows an example allocation
the same wavelength for communication at the same time shoap for¥V = C. Each station has a slot reserved for it on each
with a collision-avoidance protocol. In addition, AP-WDMAchannel (other than its home channel) during every cycle. In this
focuses on the media access layer between any two statiamase, the cycle has a lengthdf— 1 slots, assuming that a sta-
Therefore, the single-hop accessibility means that no interntmn will not be required to transmit to itself. Fig. 3(b) shows
diate retransmission is needed between any two stations. another allocation map fa¥ > C. The cycle has a length é¥

Let Ao be thecontrol channefor the transmission of control slots because stations Ifil; can transmit to station A station
and acknowledgment (ACK) packets, and eachl < i < C, is assigned a total af' slots per cycle and remains idle for the
represents data channefor data transmissior\g, A1, A2, and remaining/V — C slots. In addition to the preallocation map for
A¢ are the available wavelengths in a system. The passive stata channels, AP-WDMA further utilizes a control channel to
coupler connectgv stations in the system. Assund > C, broadcast the control packets and ACK packets. The informa-
limited by the current technology. Stations are numbered fraton in the control channel is known to all stations in the net-

I1l. M EDIA ACCESSPROTOCOL
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Fig. 3. Preallocation map for data channels.Xay= C. (b) N > C. Fig. 5. The reception information in each station.fa= C. (b) N > C.
Procedure PROTOCOL containing the identification number of statigras
Begin the address bits.

Tnitial._condition( ); Case 3) If neither of these circumstances occurs, an early
For every data slot do transmission is possible at the next data slot. Station
Begin 7 will transmit the control packet whose address bits
Control_cycle(); L . ! . .
{Bach destination / always has a receiver fixed on Ao} |nd|c§1te the idenfication nu_mbfer of the earliest next
{Each source i always has a transmitter fixed on Ao} possible preallocated destination.
I no control packet in Control_cycle( ) then keep idle In the control cycle, each station uses an equation to derive the

No more transmission will be performed in th t data slot S . .
]{meACK cycle( ); vl be performed in the next data slot} numer of the preallocated destination. This can be easily ob-

{Confirm the possible transmission for each station ; at the next served in Fig. 3. This preallocation information is established
Ddi‘ta:;l“} o based on the time-channel source-destination station relation-
ata_transmission( ); ship. It illustrates that, for every data cycle, eadh) is used

{Each station i, whose corresponding home channel is A(i), . .
transmits concurrently with other stations according to the ACK as the receiving Wavelength one by one by each statidhe

packet from the control channel} resulting scenario is that, for every data cycle, only the desti-
end end nation j can receive the data from the sourcen channek
atsloth withj = (6 +h— 1 mod N)+1if N = C. If
Fig. 4. The AP-WDMA protocol. N > C, source station is preallocated at slat to transmit

the data on channél(¢) to destination station wherej =

; . . ((A(Z) + h — 2) mod N) + 1.
work in order to allow early transmissions. Fig. 4 shows the

AP-WDMA protocol, which will be detailed in the following B. ACK Packet Transmission

five subsections. After executing theControl_cycle( ) the protocol performs

the following steps to establish the transmission. If stagion
finds no control packet during this control cycle (actually, all sta-
While the data are being transmitted concurrently in a dagi@ns should have the same information), it illustrates that there
slot, the procedur€ontrol_cycle()s performed on each stationwill be no transmission in the next data slot. No ACK packet is
in order to transmit the control packet. It is based on two poliransmitted by statiof. Otherwise, the proceduCK_cycle()
cies. First, the time-interleaved preallocation is used such thigtperformed by each statign In the first part ofACK_cycle()
in every control cycle, théth control slot is used only by stationthe source identification number of the possible transmission is
i to transmit the control packet. Second, atitfecontrol slot, determined by the check-and-discard policy.
whether station will transmit a control packet or not is deter-  Fig. 5(a) shows the relationship between time, destination
mined by the check-and-send policy. The first rule is to prevestations, and source stations faf = C. It illustrates that,
collisions. The check-and-send policy determines the behavigf every data Cyc|e, destinatioh is prea”oca’[ed to receive
of control packet transmission at thi#h control slot based on the data on channélfrom source station at sloti with ¢ =
the following cases. ((j — h — 1) mod N) + 1. Fig. 5(b) demonstrates that, for
Case 1) If stationi has no data for any other station in theV > C, at sloth, destinatiory is preallocated to receive the data
N — 1 one-packet buffers after this data slot, stationn channel(¢) from source station at sloth with ¢ = ((j —
7 remains idle. h)mod N)+1.Ifi=C+1, C+2, ..., N,the corresponding
Case 2) If the buffer for the preallocated destination statisaceiver in statior is keptidle because the station knows that no
7 is not empty, statiom transmits the control packet preallocation is possible in this data slot. Furthermore, the slot

A. Control Packet Transmission
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ordering in a cycle can also be derived Nf= C, destination utilization from the beginning of the prescheduled table. The
j is preallocated to receive the data from souroa channet  configuration of the network, e.gf7;, ¢ € {1,...,C}, is
atsloth,withh = ((j —1+ N —i)mod N)+ 1. If N > C, set at this time. Then, for every data slot, transmission and
destinatiory is preallocated to receive the data from souroa reception on each statioh are based on the results of the
channel\(¢) at sloth, with h = ((j + N — A(4)) mod N)+1. ACK cycle. For AP-WDMA, each data packet does not have
All of the received control packets are checked one by onetasindicate its source and destination addresses because the
they are transmitted iG@ontrol_cycle() The steps can be illus- coordination is done in the control channel. The address is
trated for two casesy = C'andN > C.InthecaseolV = C, indicated by the authorized station, which can transmit and
for each control packet, the source identification number (remeceive on this channel at each data slot in every data cycle. In
resented ag) of the first control packet destined to statign addition, a station does not have to know all of the information
is stored in the memory space of statipnThe source iden- in the entire preallocated map to correctly execute the protocol.
tification number (represented a3 of each following control Instead, only two points have to be known by each station.
packet destined to statighis compared withf. If stationz is  First, for data transmission, each source station must know
scheduled earlier than statighin the nextV — 1 data slotsg  the corresponding destination identification number at each
replacesf in the memory space. Otherwise, the new incomingata slot on the home channel of the source station. A source
control packet is discarded. Therefore, after one control cycktation will use the equation obtained from Fig. 3 to derive
the source identification number of the possible unique sourttee destination station identification number. Second, for data
station is selected for statighn In the case ofV > C, for each reception, each destination must know the corresponding home
control packet, the source identification number, representedcasnnel identification number of source station at each data
f;, of the first control packet destined to statipis stored in the slot. The destination obtains this information from Fig. 5 based
corresponding memory spage; of station;. The source iden- on the relationship between time, destination stations, and
tification number, represented ag, of each following control home channels of source stations. Therefore, in every data
packet destined to the same statjas compared withy;. If ;  cycle, each station can take advantage of the above information
and f; have the same home channel, iXz;) = A(f;), ran- to improve the channel utilization compared with the general
domly selectz; or f;. Otherwise, ifA(x;) is earlier tham\(f;) P-WDMA.
in the nextV — 1 data slots, them; replacesf; in the memory
space. Otherwise, the new incoming control packet for statih Example

Jis discarded. Therefore, after one control cycle, each memoryin order to illustrate the details of AP-WDMA, an example
space has a source identification number or nothing. The souiggyrovided in this subsection. This example is based on an
identification number in the memory spage; forms a trans- FTTR-S that contains eight stations, one control channel, and
mission pair and has a corresponding preallocated time sl@jur data channels. As illustrated in Fig. 6, the transmissions in
Sequentially compare the preallocated time slots of the tramgo consecutive data cycles are considered.
mission pair that have the same home channel identificationThe channel sharing information is {1, 2}, {3, 4}, {5, 6}, and
number with the source identification number in the memo%, 7} are four groups in the System and their Corresponding
spacem;;, and choose the earliest one as the final unique trafome channels ark;, A2, A3, and\4, respectively. The length
mission pair. The discarded one is cleared in the correspondigith data cycle, which is determined by the number of stations
memory space. in the system, is eight. The acceleration achieved by the early
The second part &CK_cycle()s for ACK packet transmis- transmission is shown in Fig. 6(a)—(g).
sion, according to the following policies. The time-interleaved Fig. 6(a) shows the preallocation results by the P-WDMA,
preallocation is used such that thln ACK slot of each ACK \whereas F|g G(b)_(g) shows the process and results by the
cycle is prescheduled for statigrto transmit the ACK packet. proposed AP-WDMA. In the figure, a slash represents an
At the jth ACK slot, whether statiop can transmit the ACK dle slot and an integer represents the preallocated reception
packet or not is determined by the check-and-send policy basggtion identification number. In Fig. 6(a), P-WDMA cannot
on the following steps. If stationhas no ACK for any other sta- ytilize the idle slots and thus the channel utilization is low.
tion during this ACK cycle, statiori remains idle. Otherwise, AP-WDMA in Fig. 6(b)—(g) can utilize the idle slots by moving
station; transmits the unique ACK packet with source identisome preallocated slots earlier than originally scheduled and,

fication number (represented gsin the memory spacey; as thus, have higher channel utilization than P-WDMA. The
the address bits to confirm the transmission from stattorsta- detailed process is shown in Fig. 6(b)—(g) for time slots 2, 3,

tion j. Hence, each source station that has transmitted the cgn-11, 12, and 14, respectively. For time slot 1 in Fig. 6(a),
trol packet destined to statighin Control_cycle( )needs only \when stations with home channels, X», A3, and A4 find
to look into thejth ACK slot in the ACK cycle. In addition, that the next prescheduled slots are idle, they look for next
while transmitting an ACK packet, statigrcan prepare to tune possible destinations by broadcasting a control message. They
its tunable receiver to the corresponding charv{é) to reduce obtain ACK messages from destinations with identification
the tuning latency. numbers 4, 1, 5, and 6. These four destinations [shaded boxes in
Fig. 6(a)] can be moved to slot 2 to receive data. The advanced
destinations 1, 5, and 6 can be further replaced with the stations
In the beginning, the protocol performs the procedurk 5, and 6, respectively, in diamond boxes of the next data
Initial_condition( ) for each stationi to restart the channel cycle, as shown in Fig. 6(a) and (b). The original preallocated

C. Operations on Each Station
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Fig. 7. The relationships between the control and data channels.

Technically,é is determined by the tuning speed of the tunable
wavelength filter that can only be tuned at a limited speed and in
a limited wavelength range [18], [19]. Generally speaking, the
tuning speed will be slower if the tuning range is wider. For ex-
ample, the number of supported channels and the tuning speed
are estimated respectively to be 128 channels and a few mil-
liseconds for a Mach—Zehnder filter, 100 channels and 10 mi-
croseconds for an acoustooptic transverse electric (TE)—trans-
verse magnetic (TM) filter, 10 channels and a few nanoseconds
for an electrooptic TE-TM filter, and one or two channels and
one nanosecond for a distributed feedbac (DFB) filter. Mean-
while, the length of a control-ACK cycle is determineddyy;et

. e andc,. comset is the individual offset time due to the specific
transmission distance between the source and destination sta-
Fig. 6. The transmission behavior of P-WDMA and AP-WDMA. tions, ande, is the processing delay of the control packet. Be-

cause all of the packets have the same size and the corresponding
slot for the advanced destination 4 becomes idle because theeeiver always senses ap, ¢;, andé are not the factors. If the
is no packet for destination 4 in the next data cycle. Fig. 6(dpta rate per channel is assumed to be about 1 Gb/s¢fhen
shows the result after time slot 1. The rescheduled destinatigosntrol packet size)/1 Gb#s 8 x 100« bits/1 Gb/s= 0.8 1S, for
4,1, 5, and 6 are shown in light shadows, and the next possiblex 100. Furthermoredp ~ L x(control packet size)/1 Gb/s
destinations 5, 1, 5, and 6 are shown in dark shadows. In timel00 000 bits/1 Gb/s= 100 s with L = 125. In our protocol,
slot 2, AP-WDMA runs in the same way as in time slot 1 but is assumed that; + doget < d,,. Although the propagation
the stations with home channél cannot be scheduled todelay (1) can be masked in the data channels, it must be in-
transmit to destination 5, even if the next possible preallocategrporated in the control channel to account for the effect that
destination is 5. To emphasize this fact, destination 5 is circlggl stations must hold for a period of timeuntil all stations
in Fig. 6(c). This is because the preallocated slot for statiosthe network receive the control-ACK packets. Considering
with home channeks to destination 5 is earlier than the prealthe propagation delay, the tuning delay, the data slot, and the

located slot for stations with home channelto destination 5. control-ACK cycle, there are two ways, as shown in Fig. 7, to
Progressing in the same way to time slot 14, the final schedidgnirol the data channels.

generated by AP-WDMA is obtained. Fig. 7(a) shows the first case when the propagation delay is
so short that the control can be done immediately. Fig. 7(b)
E. Why AP-WDMA shows the second case when the propagation delay is large

Theoretically, the length of a data slot is determineddpy enough to make immediate control impossible and the control
d;, dosiser, aNdé. Here,d,, is the packet processing timg; is information in the control channel is used for the next data
the corresponding idle time for a data packet smaller than thlet. Note that the tuning operation for receivers can be started
maximum sized. gt 1S the individual offset time due to thelater after the ACK cycle in both cases because, at that time,
specific transmission distance between the source and desttha-receiver has already made the decision. For the utilization
tion stations, and is the tuning time required for the corre-of the data slot, the second case is better than the first because
sponding receiver to be tuned to the scheduled data chaniie tuning delay in the second one can be masked by the prop-
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agation delay after the ACK cycle. For the control information, because the number of available wavelength channels
the first case can be better than the second because the control does not limit the number of supported stations.
information in the second one is delayed by one slot compared5) The concept of AP-WDMA should be utilized and im-

with the first one. plemented in many WDMA systems, such as the mul-

As WDM technologies and components continue to improve,  ticasting WDMA, the multihop WDMA, and the WDM
the required switching time of the receiver will be further re- architectures built based on different network topologies.
duced. AP-WDMA can still perform very well if the number of These will be our future works.

stations connected by the star coupler is selected to satisfy on®) In addition, the concept can be applied in both the satel-
of the two cases. However, because only a small fraction of the  lite system and the radiowave system because they pro-
control channel capacity is needed for control-ACK packets, the ~ vide many channels and because the media access pro-
remaining capacity can be used for other purposes, such as net- tocolis based on either the preallocation or the reservation
work management and system synchronization. Furthermore, Method, and both are involved with frequent switching
because those stations with the same home channel will not be between channels.
able to use idle slots on a different channel even when they will . )
likely encounter busy slots on the assigned channel, AP-WDM#A Analytical Evaluation
may seem to have limited flexibility. However, through proper The network operates in a slotted mode, i.e., all stations
wavelength assignments for transmitters, the above drawback synchronized to the slot boundaries. This subsection
can be eliminated. Thus, the necessary information can be sguantitatively evaluates the channel utilization and the system
during the idle time in the control channel. The idle time caffiroughput that aggregates the utilization of channels at a data
be started after the ACK cycle in Fig. 7(a) or based on the larg¥t. Each station ha® — 1 single-packet buffers, one for the
propagation delay in Fig. 7(b). packets to each possible destination. Packets arriving at a full
buffer are lost. However, packets that cannot be buffered at the
MAC layer are not actually lost, but are typically buffered at a
higher layer. Because the behavior of a channel in AP-WDMA
This section evaluates the performance of AP-WDMAs not independent of other channels, the assumption of
Section V-A illustrates the system complexity of the FTTR-Ssingle-packet buffer can make the analysis traceable. First, let
Section V-B uses the probability analysis to evaluate the be the probability that a new packet arrives at statidaring

IV. EVALUATION

advantages of AP-WDMA. a slot,p;; the probability that a packet arriving at statiofs
destined to statiop, and>_ ;pij = 1. Thus,s;p;; characterizes
A. System Complexity the arrival process from the higher layer to the single-packet

The system complexity of the FTTR-S is analyzed as followBUffer for stationj when the buffer is empty.ofp;;] is the
. . . matrix of external traffic in units of packets per slot. Balanced
1) Evaluation on optical power budget (OPB) is not per- ..~ ) .
formed in this paper. This is because the OPB for an arcﬁri?ﬁlc is assumed and analyzed first. Thuisis the same across
§ aH the stations. Furthermore, the case tNat= C is analyzed

tecture built based on the passive star couplers has aIreﬁ Q’t 1o observe the effect of AP-WDMA on the number of
been evaluated in [3], [16] and all evaluations mdlcatecc{mnnels and the traffic type. The fixed transmitter of station

low OPB requirement. L . :
2) From the zfrchitectural point of view, the FTTR-S i Is assigned channel; as its home channel. The case that

AP-WDMA i the same as that in R-WOMA and iers * 1 08 R RAMEA R i et
from the FTTR-S in P-WDMA as explained here. First b Y. Y

in the AP-WDMA, each station contains one extrg\.f_ IslotsforN = C. Thg_d|stance in slots betweeﬁ the be_gln—
ning of the slot that statiohis preallocated to transmit to station

fixed-tuned transmitter, one extra fixed-tuned receiver, S . )

. . 6lgzlnd the beginning of such a slot in the next or previous frame
and the corresponding links. Second, the number IS denoted ad;; = N — 1. For convenience, let the destination
available channels in AP-WDMA is less than that in KN ) !

P-WDMA by one, due to the control channel. Howevepiatons for source statiarbe listed asdo, Ay, ..., Ayn-1),

. . : Where eachd;;,, 0 < h < N — 1, represents the destination
the additional cost of FTTR-S in AP-WDMA is not . ihe Vo= T = » Fepresents
- .. station that will be scheduledl slots earlier in AP-WDMA,
significant. Furthermore, our approach does not limit the . :
ndh = 0 means that the corresponding preallocated slot is

number of stations to be less than the number of availahje ™'~ .. "

e original preallocated slot. Based on these conditions, let
channels by one because each channel can support mgre - .

55 (h) represent the probability of each corresponding case for

than one station. L )

. . . source—destination pdif, 7). Therefore,R;;(0) =1 — (1 —

3) Due to the rapid development in W_DM technologies an;%ipij)N_l because thzs(pré?)ability that stégiq))mas a p(acket

X\Q%Mlg;;np;):gnt;\j? dee F;—nTz\-/intia:t?adrugesELZSnSyztr(fecr)}r]gr stationA,, i.e.,j, at the beginning of the slot is equal to the
plexity P Y pert probability that at least one packet for statjoarrives at station

mance because the number of supported channels is‘in:

creased and the device tuning time is reduced. v during the previous’;; = IV — 1 slots. ForR;;(1), we have
4) The FTTR-S has the characteristics of scalability, N1 Neo

modularity, and fault tolerance, as discussed in [16f%ii(1) = (1 —oipi))” 7" (1 = (1 — oipijeny))

AP-WDMA will even have better technical availability (1 = cic1pien);)

.
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This comes from the fact that there are no packets destinedA@h R;;(0), ..., R;;(XV — 1), the channel utilizatio!/) and
A, during the previoug;; = N — 1 slots. However, there are the system throughpyf’) in a data slot can be obtained as fol-
packets destined td;; during the previoud;;—1 = N —2slots lows (general P-WDMA is indicated as |-TDMA* [22]):
andA;; cannotreceive any data on its preallocated channel. The
last term means that there is no packet destined;toduring

( N N
the previousi;; = N — 1 slots on its preallocated channel. In 1
‘ — R;;(0), for | - TDMA*
addition, the expressiond y means(xz +y— 1) mod N)+1, ~ N-1 j=1§;#z #(0)
to include the wraparound effect. Note that i j for p;;,ior; 1T =4 N N4
should be incremented to the next value or the value following 1 Z ZRij(h)’ for AP - WDMA
or j based on the equation, because the cyclic preallocatonmap | = ' — 1 Go1, g 1m0
with N = C is not continuousR,;(2) is as follows: , N N
1 1
e > Ri0), for | - TDMA*
Ri;(2) = (1 = oupip) VM1 = aipigieny)™ 2 U= , = , g=haE
(1= (1= apige)™ ) N2 T D D Ri(h). for AP-WDMA.
. ((1 — U(i@l)F(i@l)(j@Q))A -2 L =1 j=1,3%#i h=0
+ (1= (1= ogenpienyen)” )
(1= oGenphenGen)™ ™) T is obtained by the summation of utilizations in the chan-
(11— 0’(‘02)19(402)(m))Nfl nels. Utilization in each channélis determined by the suc-
260 Qe Whse) N

cessful packet transmission of statioto all possible destina-
tions per data slot. The probability of a successful packet trans-
The first three terms aR;;(2) describe the probability that theremission from station to stationj is R;;(0) or the summation

are no packets destined to and 4;; during the previoud;; of R;;(h) with ~ from 0 toN — 1 for I-TDMA* or AP-WDMA,
andd;; — 1 slots, respectively, and there is at least one packé€spectivelyl/ is the average utilization of channels and can be
destined tad;» during the previoug;; — 2 slots. The last two obtained by averaging dfi.

terms depict the situation that;; and A4;> cannot receive any If N > C, several transmitters have to be assigned the same
data on its preallocated channels, respectively. Different fronavelength and share a single chankglc = 1, ..., C. We
R;;(1), the probability in the fourth term represents tbt ~ use three heuristics for assigning stations to the limited number
cannot receive any data on its preallocated channel. This @ichannels. Statiohis allocated channelas its home channel.
cludes two cases, first, that no packet is destined;toduring There are three heuristic methods, neighbor (N), interleaved (1),
the previous!;; = N — 1 slots, and second, that at least onand weighted-balanced (WBH). For heuristic N, the relation-
packet is destined to the previous stations for statignwhen ship between statiohand channet is ¢ = |i/[N/C]]. For
there is at least one packet destinedite during the previous heuristic I,c = ¢ mod C'. For heuristic WBH, the relationship
d;; = N — 1 slots. In general, we have is determined by three steps.

Step 1) Sort station in decreasing order of;. Initialize
FT. —{c},c=1,...,C,andk — C + 1. Note

B (h) ¥ that setsF'T,. are also sorted in decreasing order.
= f[(l — 0iDit; YNk Step 2) LetF'I «— FIo U {k}andk « k+ 1. SortF'T,
B Pt} iPOk-1) c¢=1, ..., C,indecreasing order.
. (1__ (1 = oipiion) ") Step 3) Repeat step 2)if < N.
, iPi(jon) Note thatifo; = o fori =1, ..., N, heuristic | is equivalent
L (1 = CicrPiom om) Y =1 to heuristic WBH.
k=1 eRtaenen R;;(h) with N > C'is different fromR;;(h) with N = C'in
- e four ways.
+(1 = (1 = gicwpon Gen) ") y

- H (1 — GicnPlion)Gothom)) distance in the number of slots between the beginning of
s} ) o the slot preallocated to stations with home chanyeb
transmit to statiory and the beginning of same type of
slot in the next or previous frame is denotedigs= N.

ek 1) Time slots are cycled in framesafslots forV > C.The
< Nh+k1+rn>>

R;;(h) consists of three components: 2) Newo; is defined as™, . E]{\f:l oipij.
1) the probability that there are no packets destined to sta-3) The third component i&®;; (2) needs some modification
tions betweery andj & (h — 1); because possible destination conflict is reduced due to the
2) the probability that there is at least one packet destinedto  smaller number of channels.
stationj & h; 4) If N > C, the cyclic preallocation map is continuous, and
3) the probability that there are no destination conflicts for the subscript in the equation needs no further attention if
stationj ¢ h on other channels. i = 7in p;;.
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Fig. 8. Channel utilization with the number of stations—changels, 16, and24.
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Fig. 9. System throughput with the number of stations—channglsl§, and24.

Due to the saturation effect in utilization, df is larger than

In the following, we will show the effect on channel uti-the threshold 0.55 (0.3), a network of 24(16)-channels with
lization or system throughput of the proposed AP-WDMA fol-TDMA* can generate higher throughput than a network of
various numbers of channels, traffic types, degrees of chanté(8)-channels with AP-WDMA. On the other hand, if the
sharing, and degrees of load balancing, and compare them veigistem is operated with below the threshold 0.55 (0.3), it is
I-TDMA*. possible that AP-WDMA can generate higher throughput than

1) Number of ChannelsUniform traffic type and balanced I-TDMA* with even fewer channels. The poor performance of
load are assumed in Fig. 8 and 9. That is, the possible desfFDMA* at low o is due to the fact that it assigns exactly one
nation for each source station is evenly distributed with= slot per cycle to each source—destination pair without any early
1/(N —1). Also, ¢, for each statiori is the same and denotedtransmission. It can be concluded that a network with high
aso. In Fig. 8, the channel utilization with different numberautilization is not necessarily a network with high throughput.
of channels is shown for AP-WDMA and I-TDMA*. It can be Although AP-WDMA can always make the channel utilization
concluded that AP-WDMA can always make the channel utiigher than I-TDMA?, it cannot fully show its advantage for
lization higher than I-TDMA*. Furthermore, AP-WDMA can highero. If a system can be operated with appropriatéts
make the channel utilization higher as the number of channelsst can be reduced with fewer channels, but its utilization
increases, but I-TDMA* cannot take advantage of the largex high. The increase of system throughput in AP-WDMA is
number of channels to increase the channel utilization. Howore significant than that in I-TDMA* and is independent of
ever, the increase in the channel utilization by AP-WDMA is nat, and the increase of system throughput in I-TDMAY* is more
proportional to the increase in the number of channels. In fastgnificant for highers. The limitations of I-TDMA* and the
the increase in channel utilization saturates when the numbepotential for improvement by using AP-WDMA are depicted
channels ot increases over some threshold. In Fig. 9, we shaw Figs. 8 and 9 for larger networks. Thus, a system using
the system throughput with different numbers of channels f&iP-WDMA can be easily upgraded with more channels as the
AP-WDMA and I-TDMA*, technology advances.
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Fig. 10. Four different traffic types. (a) Uniform traffic. (b) Mesh-type traffic. (c) Disconnected-type traffic. (d) Ring-type traffic.
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Fig. 11. Effect on channel utilization for four different traffic types with= C' = 8.

2) Traffic Type: We further consider the mesh-type, disconthat a network with uniform traffic can perform better as
nected-type, and ring-type traffic matrices for eight stations, agreases. For ring-type traffic, more packets are destined
shown in Fig. 10, including the uniform traffic matrix. to one specific destination station in each channel without

These traffic types are taken from [20]. Each entry)inthe conflict. Thus, AP-WDMA can generate significant speed
matrices represent;;. We still letos; = o for all . This does up with early transmission technique. As for mesh-type or
not compromise the generality of our results, because the trafiiciform traffic, AP-WDMA cannot always perform successful
characteristics are determinedpy. Fig. 11 shows the channelearly transmission due to the destination conflict. Finally, for
utilization results for four traffic types withv = C = 8. disconnected-type traffic, AP-WDMA performs worse because

It can be seen that the utilization (or throughput, becautiee destination conflict is more serious than other types of
N = C) for AP-WDMA is better than that for I-TDMA* under traffic.
the four traffic types. For AP-WDMA, a network with discon- 3) Degree of Channel SharingTo clearly understand the
nected-type traffic can make the utilization worse than thaffect on the degree of channel sharing, we define the ratio as
with uniform traffic and equal to the network using I-TDMA* the utilization of I-TDMA* with the same number of channels
with uniform traffic atc = 0.9. In addition, a network with divided by the utilization—throughput of AP-WDMA. Fig. 12
mesh-type traffic has better utilization, and ring-type traffidepicts the utilization—throughput ratio of AP-WDMA over
the best utilization. When is increased to 0.9, the utilization|-TDMA* under four traffic types.
for a network with uniform traffic is equal to that for ring Heuristic method WBH for channel sharing is not shown in
traffic. As for I-TDMAY, it is consistent with our intuition Fig. 12 because its result is the same as heuristic method | for
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Fig. 12. The utilization—throughput ratio of AP-WDMA over I-TDMA* under four traffic types. (a) Uniform traffic. (b) Mesh-type traffic. (c) Disated-type
traffic. (d) Ring-type traffic.
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Fig. 13. Comparisons on channel utilization between the three heuristics under unbalanced load environment.

balanced load. It is seen that as the degree of channel sharmgthod N always performs better than heuristic method 1.
becomes higher, AP-WDMA has higher utilization—throughptthis does not follow our intuition that heuristic method N
than I-TDMA* since the ratio is always larger than 1 and isannot change the traffic pattern even with channel sharing.
independent of. The advantage of AP-WDMA will disappearThis is because the corresponding I-TDMA* with heuristic
for higher ocbecause the probability of early transmissiomethod N performs even worse such that the ratio cannot
becomes smaller due to a larger number of preallocated trareally show the advantage of heuristic method I. For example,
missions. The channel-sharing policy has no obvious effdnt ring-type traffic, heuristic method | performs better than
on the ratio for all traffic types except the disconnected-tygeeuristic method N. For uniform and mesh-type traffic, there
and ring-type traffic. In the disconnected-type traffic, heuristic no significant difference between heuristic method N and
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heuristic method I. Besides, for uniform and ring-type traffic, [2]
the ratio reduction is proportional to the degree of channel
sharing. For disconnected-type traffic with heuristic method N, 3]
the reduction in ratio is not significant if the degree of channel
sharing is low. For disconnected-type traffic and mesh—type[ 4
traffic with heuristic method I, the reduction in ratio is signifi-
cant if the degree of channel sharing is high. We can conclude
that determining the degree of channel sharing depends on thé&!
traffic load (¢) and the traffic types.

4) Degree of Load BalancingParametet is defined to pro-  [6]
vide an upper bound on the load to be carried on any single
channel. Specifically, no more thah €)o; are carried onany (7]
given channel\;. In the previous evaluation, perfect load bal-
ancing is assumed with = 0. Even ife # 0, £ can be con- (8]
trolled if slow tunable, rather than fixed, transmitters are used
in the network. Then, as the traffic pattern changes, the network
can be reconfigured, i.e., stations may be assigned new hom
channels to keep the load evenly spread across all channels.

Fig. 13 uses an unbalanced load in an eight-station network
with o; = 4/10 for4 = 1, ..., 8. The three heuristics, I, N,
and WBH, are compared for the channel utilization. In general,
heuristic method WBH and heuristic method | are better than
heuristic method N. Heuristic method WBH is a little better
than heuristic method | for all the traffic types except ring-type
traffic. When the load is unbalanced, heuristic method N is not
favored for channel sharing. Although either WBH or | can be[12
chosen for channel sharing, heuristic method | is preferred be-
cause it has lower implementation complexity. As for network
management, each station needs only sendndp,; as the
control information to reflect the current traffic status for per-
forming WBH, I, or N.

(23]

[14]
V. CONCLUSION

We have proposed a new MAC protocol, AP-WDMA, for [15]
WDM star-coupled networks. AP-WDMA is based on the
P-WDMA without its drawbacks and improves the system[ie]
performance with minimum cost. AP-WDMA allows a source
station to transmit the data earlier than the preallocated timg+
slot with the help of an additional control channel. Through
examples and analytical evaluations, it has been shown thﬁtg]
AP-WDMA improves both the channel utilization and the
system throughput significantly for various numbers of chan-
nels, traffic types, degrees of channel sharing, and degrees @f!
load balancing. Furthermore, AP-WDMA can easily support
various propagation delays and tuning delays. The idle time in
the control channel is utilized by the network management td?0]
achieve higher channel utilization with three heurstics for load
balancing. In addition, the proposed AP-WDMA is a practical[21]
media access control protocol without the need of maintaining
the status and preallocated information because little contrghy,
information needs to be sent on the control channel and the
preallocation map is cyclic and fixed.

[23]
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