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Abstract—In this paper, we present a reservation-based medium
access control (MAC) protocol with multicast support for wave-
length-division multiplexing networks. Our system is based on the
single-hop, passive optical star architecture. Of the available wave-
lengths (channels), one channel is designated as a control channel,
and the remaining channels are used for data transmission. Each
node is equipped with a pair of fixed transceiver to access the con-
trol channel, and a fixed transmitter and a tunable receiver to ac-
cess data channels. For easy implementation of th*e protocol in
hardware and for precisely computing the protocol’s processing
overhead, we give a register-transfer model of the protocol. We
simulate the protocol to study its throughput behavior, and present
its analytic model. For a node to be able to send data packets in
successive data slots with no time gap between them, in spite of
the situation that the protocol’s execution time may be longer than
data transmission time, we propose the idea of multiple MAC units
at each node. Unicast throughput of our protocol reaches the the-
oretically possible maximum throughput for MAC protocols with
distributed control, and the multicast throughput is at least as good
as, and even better than, those delivered by existing MAC protocols
with distributed control.

Index Terms—Hardware implementation, medium access con-
trol (MAC) protocol, multicast, optical star, wavelength-division
multiplexing (WDM).

I. INTRODUCTION

AN OPTICAL star’s broadcast-and-select mechanism
has received much attention in the construction of

wavelength-division multiplexing (WDM)-based local area
networks [5]. Medium access control (MAC) protocols for
single-destination traffic have been proposed for the optical star
in [19] and [20]. To transmit multidestination traffic, single-hop
MAC protocols with multicast support have been reported [1],
[3], [17], [22]–[24].

The multicast protocols reported in [1], [3], and [22] are
reservation oriented, whereas the protocols in [23] and [24] use
preallocation strategies. All these protocols assume that their
channels (data and, where applicable, control) are slotted and
there is no central controller. Because an optical star coupler
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broadcasts a data frame to all the optical links connected to it,
the protocols presented in [1], [3], [17], [23]multicast a data
packet by transmitting it just once. An underlying assumption
behind this just-once transmission is that all the desired re-
ceivers are available at the same time. The concept of just-once
transmission has been relaxed in [10] by partitioning a multicast
group into a number of smaller subgroups and transmitting the
data frame once to each subgroup. This approach more effec-
tively balances the usage of transmitter and receiver resources,
but there is no guarantee that it improves system performance.
The problem of minimizing the number of transmissions, as
a result of partitioning, under the condition that the packet
delay is minimum has been proved to be NP-complete [14]. A
heuristic scheduling algorithm, called maximum-destination
scheduling, has been proposed in [14]. This maximum-destina-
tion scheduling algorithm produces lower mean delay compared
to a no-partition scheduling algorithm. However, in the case
that a multicast packet in which many destination addresses are
the same as those of unicast data packets from other sources is
scheduled first, the number of unicast data packets blocked for
a long time by the multicast packet is increased. To address this
problem, a priority-based partition scheduling algorithm has
been studied in [12]. In this protocol, transmission of multicast
packets with more destination address overlap is postponed.

Simulation studies performed in [15] show that, for
single-hop WDM networks, a multicast scheduling algo-
rithm which always tries to partition a multicast transmission
into smaller subgroups may not always produce lower mean
packet delay than a multicast scheduling algorithm which does
not partition multicast transmissions. Based on this observation,
a hybrid multicast scheduling algorithm has been proposed
in [15]. The idea of hybrid multicast scheduling is like this:
depending on the average utilization of the data channels and
the receivers, the scheduling algorithm dynamically chooses to
employ a scheduling algorithm which always tries to partition
multicast groups or a scheduling algorithm which does not
partition multicast groups. The hybrid algorithm produces
lower mean packet delay. However, no study has been per-
formed in [10] and [15] to observe the effect of multicast group
partitioning on system throughput.

The multicast protocol in [22] works in a different way as ex-
plained in what follows. Each node is equipped with one fixed
transmitter and one tunable receiver. Multicast transmissions
from all the nodes are represented by a traffic demand matrix
and are processed as a batch. The protocol partitions the set of
physical receivers into virtual receivers and transforms the orig-
inal network with multicast traffic into a network with unicast
traffic, and recommends to use any unicast protocol to achieve
multicast. However, for best throughput, the above partitioning
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must be done in an optimal manner, which is an NP-complete
problem.

Some MAC protocols use a control channel to exchange
transmission related information [1], [10], [24], whereas some
protocols do not use a control channel [2], [4], [23]. Some ad-
vantages of not using a control channel are that the underlying
hardware may require one less pair of dedicated transceivers,
and one more channel is available for data transmission [4].
Among the MAC protocols which do not use a control channel,
the one presented in [23] supports multicast traffic.

A different kind of reservation-based protocol has been
proposed in [17], which uses an unslotted system with a
centralized scheduler. To provide bandwidth on demand, an
unslotted access protocol with a centralized scheduler has
been proposed in [18]. The MAC protocol reported in [18] is
based on a look-ahead capability to overcome the effects of
head-of-line blocking.

A common concern about the design of a MAC protocol for
gigabits per second networks is the requirement of very low pro-
cessing overhead. The processing times of several MAC pro-
tocols with unicast support have been rated as “low,” “mod-
erate,” “high,” and “very high” [9]. However, those processing
times have not been precisely computed. A higher processing
time means a longer gap between the transmissions of two suc-
cessive data packets, which lead to lower throughput. Other
factors contributing to lower throughput are propagation delay
and transceiver tuning times. The centralized scheduling-based
protocol in [18] mitigates the effect of propagation delay by
measuring those quantities for each node and taking them into
account when permitting a node to transmit a packet. The mul-
ticast protocol in [9] also considers an estimated value of prop-
agation delay when scheduling a transmission. The multicast
protocol studied in [22] recognizes that transceiver tuning times
are nonnegligible.

The motivations for our work are, thus, as follows.

• There is a need for specifying a MAC protocol in detail
using simple operations such as arithmetic and logical op-
erations. There are two advantages of such a detailed spec-
ification. First, one can easily implement such a specifi-
cation in hardware. Second, one can precisely compute
the protocol processing overhead. If a protocol involves
a computationally expensive step such as partitioning a
multicast address set into a number of smaller sets [10],
[14], or partitioning a set of physical receivers into vir-
tual receivers [22], which are NP-complete problems, then
the protocol will pose two problems. First, the processing
overhead will be too high resulting in low throughput be-
cause of longer gaps between transmissions of successive
packets. Second, it will be very difficult to precisely com-
pute the protocol’s processing overhead. We will give a
high-level description of our protocol for easy comprehen-
sion followed by a register-transfer model for hardware
implementation.

• It is highly unlikely that system designers will employ
separate protocols for unicast service and multicast ser-
vice at the MAC level. Therefore, it is prudent to design a
single MAC protocol which can deliver high throughput

Fig. 1. Broadcast-and-select network using an optical star.

for both kinds of traffic. We strive to achieve the max-
imum theoretically possible throughput for unicast traffic
with distributed control [11] and higher throughput than
the existing MAC protocols with distributed control such
as those reported in [1], [3], and [23].

With the above mentioned motivations in our mind, in this
paper, we present a new reservation-based MAC protocol with
multicast support. We present analytic, simulation, and hard-
ware implementation models of the protocol. We have iden-
tified an inherent difficulty in constructing an exact analytic
model of the protocol. Therefore, we give an analytic model
of the minimum guaranteed throughput of an -node network
using our protocol. To verify the analytic model and to obtain
a network’s accurate throughput, we simulate the protocol in
Java. Simulation results show that our protocol delivers max-
imum possible unicast throughput, and the protocol’s multicast
throughput is also better than existing protocols using a control
channel. Finally, we give a register-transfer model [16]of the
protocol and propose a method to precisely compute the pro-
cessing time overhead of the protocol for a given number of
nodes and clock speed of the MAC hardware. As an example, we
will show that for a 100-node network and the MAC protocol’s
hardware running at 200 MHz, the processing time is 20 s. Ac-
curate computation of the processing overhead will allow us to
take suitable measures to eliminate its effect on the protocol’s
throughput. In this paper, we show how multiple MAC units can
be used to eliminate the effect of processing overhead and re-
ceiver tuning latency.

In Section II, we present our protocol and its simulated
throughput. An analytic model of the protocol’s throughput
is developed in Section III. In Section IV, we compare the
throughput performance of the protocol with those of the
existing multicast protocols. A hardware implementation
model of the protocol and its computation time are analyzed in
Section V. The idea of multiple MAC units to offset the effect
of processing-time overhead on throughput is presented in
Section VI. Some concluding remarks are given in Section VII.

II. OUR MAC PROTOCOL

In this section, we outline the system model, discuss the pro-
tocol in detail, and present its simulated throughput.

A. System Model

We consider a local network of stations interconnected by
a passive optical star, as shown in Fig. 1. We assume that all
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nodes are equidistant from the optical star. The main implication
of this assumption is that all the packets between all pairs of
nodes suffer from an identical propagation delay, denoted by .

wavelengths (channels) are assumed to be available. In
general, . Wavelengths through are used as data
channels, and wavelength is used as the control channel. We
assume that each station is equipped with two fixed transmitters,
one fixed receiver, and one tunable receiver. For accessing the
control channel, a pair of fixed transmitter and receiver is tuned
to the control channel . The data channel transmitter of node
, , is fixed tuned to wavelength .

The control channel is viewed as a sequence of control frames
(CF), with each control frame being subdivided into minis-
lots—one for each node. That is, node puts its transmission
request in the th minislot of a control frame. A minislot is a
tuple: , where denotes the source
node (node ), is the delay already suffered by the packet
that node wants to transmit, and is a multicast list
of destination nodes to which node wants to send a packet.
For convenience, and refer to the and

components of the th minislot, respectively. If node
does not have a transmission request in a particular control

frame, its minislot takes the value .

B. Protocol Description

After a propagation delay of time units from the start of
a control frame, all nodes receive all the minislots of the
control frame. Based on the contents of the minislots, each
node decides which nodes will transmit and which nodes will
receive in the next data slot. Since all the nodes use the same
decision procedure and use an identical set of minislots, they
arrive at the same conclusion. Basically, any decision procedure
for this purpose must resolve two kinds of conflicts: destination
conflict and source conflict. These are explained below as two
requirements of our MAC protocol.

R1) Resolving destination conflict: A destination conflict is
said to occur if multiple minislots of a control frame
have the same destination node in their , i.e.,

, , and . A MAC pro-
tocol must choose a set of source nodes such that there
is no destination conflict among their .

R2) Resolving source conflict: In the system model, we have
assumed that the transmitters for the data channels are
fixed tuned. Since in general, the data chan-
nels of several source nodes are fixed tuned to the same
wavelength. A source conflict is said to arise if mul-
tiple nodes with the same transmitter wavelength have
nonempty , i.e., they compete to use a shared
data channel. Our MAC protocol must choose at most
one source node from each group of nodes sharing the
same transmitter wavelength.

The two conflicts can be resolved in either order. We re-
solve them in the R1)–R2) order. After satisfying R2), each node
knows who are going to transmit next. To receive data in the next
data slot from node , the th node tunes its receiver to wave-
length , if and node belongs to the

subset of nodes identified to transmit a packet in the following
data slot. Next, we explain how to resolve the two conflicts.

To satisfy R1), we construct an undirected graph ,
called a no-overlap graph, as follows. Corresponding to node ,
we have . Thus, . There is an edge
if and only if . To be able to select
as many nodes as possible satisfying R1), we need to select
the largest clique from . However, the problem of finding the
largest clique in a graph is NP-complete. Besides, it is believed
that even to get an approximate solution to this problem is still
extremely difficult (see [7] and [8]for details). At the MAC
protocol level, we need to keep any computation very simple.
Therefore, instead of finding the maximum clique, taking a
greedy approach we find a clique containing a certain node,
say, node , such that is the maximum delay among all
nodes. This can be done by sequentially examining the nodes
starting from the node with maximum delay and if the currently
examined node is connected to each node of the clique so far
constructed, the node is included and the clique grows by one
node. The delay criterion introduces the notion of fairness into
the protocol. If two nodes have packets with identical delays,
then the node with larger identifier may be chosen. Let
be the set of nodes selected by the greedy approach to resolve
conflict R1). Next, to satisfy R2), some nodes in are
deleted as follows.

Let be the set of nodes whose data channel trans-
mitters have been fixed tuned to wavelength . To satisfy R2),
a number of different criteria may be used. Two such criteria are
as follows. First, select member from such that
is the maximum among nodes in . Second, select member

from such that is the maximum among its
group members. The multicast protocol is presented as follows.

Step 1) Collect the minislots of a control frame.
Step 2) Find the node index, say , with maximum

. Construct the no-overlap graph, and
find a clique starting with node in a greedy
manner. Let represent the node set in the
clique.

Step 3) For each data channel wavelength , let
be the set of nodes assigned wavelength .

Select one node from the group using any cri-
terion as explained above. Let be the selected
node set. Nodes belonging to will transmit
next.

Step 4) Node tunes its receiver to wavelength
if and .

Step 5) All nodes in the set transmit their packets in the
next data slot.

Remark: The hardware implementation model does not ex-
plicitly construct no-overlap graphs. Rather, we directly identify
a clique from the set of .

C. Performance Simulation

We simulate the protocol to study its performance. Packets
are generated for transmission at each node as independent
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Fig. 2. Unicast throughput behavior as a function of the number of nodes.

Bernoulli processes.1 We assume infinite input queueing at each
node. Each packet is destined to a multicast group of randomly
chosen nodes—the multicast group excludes the source of
the packet. We have assumed that packets are queued up at
their source nodes until they are scheduled for transmission.
In each round of scheduling, the source node of a packet with
maximum delay is made a member of in Step 3) of the
protocol. Thus, except in heavy traffic condition (for instance
when every node makes a transmission request in every slot)
which leads to an infinite queue of requests at each node, a
packet is eventually transmitted.

We express the performance of the protocol in terms of
receiver throughput. The receiver throughput, or simply
throughput, is defined as the fraction of the nodes chosen by the
protocol to receive packets. Referring to Step 3) of the protocol,
the throughput is given by , where is the set of
nodes identified to transmit packets during the following data
slot, is the size of multicast group, and is the number of
stations (node) in the network.

Fig. 2 shows the simulated unicast throughput of the protocol.
This throughput is the maximum possible throughput of a syn-
chronous MAC protocol [11]. Though in [11], the maximum
throughput achievable is given for measuring the utilization of
each output trunk for an switch with input queueing, it
can be applied to the measurement of the utilization of the (re-
ceiving) nodes of a synchronous MAC protocol, when ,
for unicast operations. That is, for large , , and ,
the maximum achievable throughput is 0.586 [11] and simula-
tion results show that our protocol achieves the maximum pos-
sible unicast throughput.

Further, we simulated the protocol for 20 nodes
and for several values of multicast size and data channel .
Packets were generated with probabilities from 0.1 to 0.9. We
vary the value of from 1 to 19. The case of corresponds
to unicast operation, whereas corresponds to broad-
cast. In Fig. 3, we show the unicast throughput performance of

1In Bernoulli processes, a single packet is generated with probability p during
a slot.

Fig. 3. Unicast throughput behavior of the protocol.

Fig. 4. Multicast throughput behavior of the protocol for varying number of
channels.

the protocol as a function of packet generation probability and
number of data channels .

In Fig. 4, we show the simulated multicast throughput perfor-
mance of the protocol for and different values of . For

and , the protocol delivers the maximum achiev-
able throughput of 0.586. The humps in throughput behavior
can be explained as follows. As we increase the value of , the
probability of two overlapping also increases, which
leads to reduced clique size, but the increase in throughput is
due to the fact that throughput is directly proportional to mul-
ticast size. The initial increase in throughput is due to the fact
that for , the clique size is more than half of the clique
size for . When the value of is further increased, there
is drastic fall in the size of the clique, which leads to a valley in
the throughput. For larger value of , the clique size is always
one and the throughput is proportional to the value of , which
explains the linear nature of throughput beyond the valley.
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III. ANALYTIC MODEL OF THE PROTOCOL’S THROUGHPUT

We consider an node network. Assuming that a node does
not send a message to itself, the multicast size is in the range
of 1 to . For simplicity, each node generates a random mul-
ticast list of constant size . We are interested in the maximum
throughput in the sense that a node makes a multicast request
during each control slot.

First, we compute the probability that two multicast sets in-
dependently chosen by two nodes do not intersect. Denote this
probability by . Second, we compute the expected size of a
clique selected in Step 2) of the multicast protocol. This is in
fact a well known problem in random graphs and the obtained
probability is the edge-probability of the random graph, called
no-overlap graph in our protocol description. Third, to take re-
quirement R2) into account (i.e., to eliminate source conflicts),
some nodes of the clique obtained above are dropped from the
list of nodes to transmit next. Finally, the throughput is com-
puted as the ratio of the product of the multicast size and the
number of successful transmitters computed above to .

A. Computation of Edge-Probability

Let be the set of all possible destinations.
Given two nodes and in , we define the possible destinations
of messages from and by and , respectively, where

and . Let such that
. Similarly, let such that . Both

and are random subsets of and , respectively. Let
denote the event that and do not intersect. We are

interested in computing the probability of event . For this
purpose, we analyze the following two cases.

Case 1) : In this case, does not overlap with
instances of .

Case 2) : In this case, does not overlap with
instances of .

However, and
. Therefore, can be expressed as follows:

(1)

Thus, the no-overlap graph is an undirected graph with
nodes and there exists an edge between nodes and , , ,
and , with probability .

B. Computation of Expected Clique Size

Now, we analyze the average size of a clique identified in
Step 2) of the multicast protocol. The details of the computa-
tion process is shown in Block A of Fig. 6. The clique identifica-
tion process works as follows. Corresponding to the stations
in a system, we have nodes in the no-overlap graph (random
graph). The th node of the graph represents the multicast list
of the th station. The clique construction process picks up the
node, say , with maximum delay and incrementally builds a
clique by considering all other nodes one at a time. Thus, there
are steps in the construction process, and let denote a
clique identified after the th step. Initially, . Let
node be evaluated in step to find if it can be added to the

clique . Essentially, this evaluation involves checking if
node has edges with all nodes in . If node has edges
with all nodes in , then ; oth-
erwise, . Note that once a node has been
examined, it can not be reexamined for the rest of the algorithm
whether it is included in the clique or not. We want to com-
pute the expected size of the clique found by this greedy algo-
rithm. It is believed that it is extremely difficult to get even an
approximate solutions for this problem (see e.g., [7] and [8]).
Fortunately, using the theorem of Geometric Distribution and
Chebyshev’s inequality, we still can derive a lower bound which
shows that our greedy algorithm can produce an average clique
whose size is bounded above the given lower bound for our pro-
tocol. Let denote the size of the clique produced by the greedy
algorithm, and let denote the total number of nodes that need
to be examined to grow a clique from size 1 to size . It is not
hard to see that . Let be the
random variable representing the expected number of nodes that
need to be examined in order to grow the clique of size by one.
Then, , are independent random
variables, , and . We now
have

Since random variable is geometrically distributed and ac-
cording to Geometric Distribution Theorem, we have

and

Also, using Chebyshev’s inequality, we have

where

We, thus, have .
Therefore, the expected clique size is bounded above

(2)

where and
.

C. Taking Requirement R2) Into Account

Assuming that data channels are uniformly distributed over
the source nodes, with , each channel is assigned to

nodes in the network. In other words, a channel serves a
certain group of source nodes. If several nodes from a group ap-
pear in the clique of nodes which can possibly transmit next, the
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protocol chooses only one node out of them. In the following,
we analyze the average size of the set of nodes which are chosen
to transmit packets. This is formulated as follows.

We are given that number of nodes share number of
channels, such that each channel is shared by a distinct group

nodes with no overlap among the groups. Given a subset
of those nodes with size , , we need to compute
the number of distinct channels to be used by those nodes after
choosing at most one node from each group of nodes sharing the
same channel. We randomly choose nodes from the set of
nodes, and let be the number of different channels used by
those nodes. We are interested in , the expected value
of . is computed as follows.

Let . For simplicity, we let to be an integer. The

number of ways to choose nodes out of is . The

number of ways to choose nodes such that none of them use

a certain channel, say , is . Then, the probability

that channel is not used by those nodes, denoted by , is

Thus, the probability that channel is used by some nodes in the
chosen set of nodes is .

Next, we define variables , as follows:

if channel is

used by those nodes.

if channel is not

used by those nodes.

We have .
Also,

.
However, , for all .
Thus, .

D. Throughput Comparison: Analytic Versus Simulation

The protocol’s average throughput in a -node network, de-
noted by , is given by , where is the set of
nodes that can transmit packets in a data slot and is the multi-
cast size

Here, we remind the reader that is the clique size obtained
from (2), which in turn is computed using (1).

In Fig. 5, we compare the protocol’s throughput obtained
from its analytic model and simulation for for

Fig. 5. Throughput comparison.

various values of multicast size. In the figure, the solid line is
obtained from simulations, and the broken line is obtained from
the analytic model. It may be noted that throughput obtained
from simulation of the protocol is always higher than the one
obtained from the analytic model, because the analytic model
gives the minimum guaranteed throughput. The mismatch be-
tween the two plots in the figure is due to the variance in the
computed average clique size in a random graph [8].

IV. PERFORMANCE COMPARISON

In this section, we compare the performance of our protocol
with other multicast protocols [1], [3], [23]. It is difficult to make
a straightforward comparison of the performances of these pro-
tocols due to several reasons as explained below.

First, there are different ways of representing the proto-
cols’ throughput. Borella and Mukherjee [3] define two types
of throughput, namely transmitter throughput and receiver
throughput. Transmitter (receiver) throughput is defined to be
the mean number of transmitters (receivers) in use at steady
state. Rouskas and Ammar [23] define throughput as the ex-
pected number of packets successfully received per slot. Bandai
et al. [1] define throughput as the average number of users
which can reserve the data channel(s) per time slot. Modiano
[17] expresses throughput performance in terms of throughput
efficiency, where throughput efficiency is defined as the ratio
of the lower bound on the number of transmissions required to
the average number of transmissions that the protocol requires
per successful multicast.

Second, each multicast message is sent to a constant number,
say, , of destination nodes in [1] and [17], whereas the number
of destinations of a multicast message is a random number
upper-bounded by in [3]. The situation is more complex
in [23], where a slot is predefined to be a unicast, broadcast,
or multicast slot, and there is a certain way of simultaneous
multicast and unicast.

Third, there are different queueing constraints. It is assumed
in [1] and [23] that each station (node) can hold at most one data
packet at a time. Thus, all packets that cannot be scheduled for
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TABLE I
THROUGHPUT COMPARISON

transmission in the next data slot after their arrival (generation)
are considered to be lost. The protocols in [3] and [17], and in
this paper assume that all packets are queued at each station.

In Table I, we compare the throughput of our protocol with
those in [1], [3], and [23]. In the absence of comparable data,
we leave out the comparison with [17]. Table I shows that our
protocol performs as good as, and even better than, the other
protocols with distributed control. In the absence of compa-
rable data, we have not compared our protocol’s performance
with the one reported in [17]. Moreover, the protocols in [17]
and [18] use a centralized scheduler with access to global trans-
mission requests in a network. The throughput performance of
the protocol in [1] is not significantly different from that of our
protocol. For small multicast size, the protocol in [23] and our
protocol perform with a small difference, whereas our protocol
performs better when the multicast size is large. For both unicast
and multicast traffic, our protocol performs better than the pro-
tocol studied in [3]. It may be noted that the protocols studied in
[3] and [1] use a control channel, whereas the protocols in [23]
do not use any control channel.

The MAC protocol in [18] achieves better unicast throughput
than the protocol presented in this paper due to their look-ahead
mechanism in packet scheduling. Since their centralized sched-
uler collects requests from all nodes and queues them up, it can
look ahead into their buffers and transmit a packet other than the
one at the head of the queue. This look-ahead mechanism lowers
destination conflicts and thereby increases unicast throughput.
However, it is not known how the look-ahead mechanism will
affect multicast throughput.

V. HARDWARE IMPLEMENTATION MODEL

Since the MAC protocol is invoked once every control frame,
it is important that the computation time of the protocol is kept
as small as possible. In this section, we explain how the pro-
tocol can be implemented in hardware. The hardware model
of the protocol will allow us to precisely compute the protocol
overhead.

Let us assume that the and components of
a minislot are represented by an integer and a bit-vector, re-
spectively. If the th node wants to send a multicast message
to the th node, then the th bit of bit-vector is set to
1, otherwise, it is set to 0. The main idea behind representing the

as a bit-vector is to be able to use logical operations,
such as AND and OR, in the computation of a clique. This leads
to linear time complexity of the protocol.

In Fig. 6, we show the flowchart representation of the mul-
ticast protocol assuming that the components are rep-

resented as bit-vectors. The flowchart has been presented from
the viewpoint of the th node. We have structured the flowchart
into three blocks: Block A, Block B, and Block C. Block A com-
putes the clique containing the node with maximum delay. This
computation corresponds to Step 2) of the algorithm. Block B
eliminates a few nodes from the clique to resolve source con-
flicts. This computation corresponds to Step 3) of the algorithm.
Block C decides if node is a receiver or not. If the th node is
a receiver, it tunes to the wavelength of the transmitter of the
appropriate node selected in Block B.

Now, we explain the variables used in the flowchart. regis-
ters, denoted by through , contain the
bit-vectors received from nodes 0 through . registers,
denoted by through and called mask reg-
isters, are used in selecting one station out of a group of stations
sharing the same data channel wavelength, i.e., in resolving
source conflicts. Mask register is initialized as follows.

Procedure to initialize
The th bit of is referred to as

.
Step 1) Let .
Step 2) , , set ,

if , .
Step 3) , set ,

if .
Step 4) Set .
End

We use a third set of registers through
to test whether a certain bit of another register is 1 or 0. For this
purpose, we use registers through , where
the th bit of is set to 1, while all other bits of
are set to 0. Register holds the clique at the end of Block A,
and and are registers to hold temporary values. In reg-
ister , we accumulate the nodes of a clique in an incremental
manner-if node belongs to the clique then the th bit of is
set to 1, otherwise, it is set to 0. In register , we accumulate
the multicast sets of all the nodes which have so far been col-
lected in . The AND and OR operations in Steps 2, 4, 10, 12,
17, and 21 are performed bit-wise, whereas the AND operation
in step 22 is an AND on two boolean variables and . We
also assume that variables and are stored in the processor’s
registers. At this point, we remind the reader that the protocol
does not construct a no-overlap graph; rather, a clique is directly
constructed in an incremental manner. A clique of size is en-
larged to a clique of size by using AND and OR operations
on bit-vectors and the bit-vector representation of the
clique of size .

In the flowchart of Fig. 6, we do not show the computation
of the node index with maximum . The maximum of

can be computed in a sequence of comparisons as min-
islots arrive at a node. Thus, when the last minislot of a control
frame arrives, identification of the node index, say, , such that

is the maximum among all nodes, will be completed.
The flowchart of Fig. 6 can be implemented in hardware in

a straightforward manner using the register-transfer model [16]
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Fig. 6. Flowchart form of the multicast protocol for the ith node.

TABLE II
CYCLE COST OF THE COMPUTATION STEPS IN THE FLOWCHART

of hardware implementation. This model has the advantage that
each decision block can be executed in two clock cycles, rather
than consuming four clock cycles as it is the case in general pur-
pose microprocessors, say, Intel i486 [6]. The computation and
decision blocks of the flowchart resemble machine instructions
of a microprocessor. In Table II, we give the machine-cycle cost
of each block of instruction of the flowchart.

There is a loop in each of Block A, Block B, and Block C,
which is executed at most times. The loop costs of Block
A, Block B, and Block C are 17, 14, and 9 cycles, respectively.
Thus, the loop cost is cycles.
Added to this are the costs of blocks 1, 9, 17, 18, and 20, which
sum up to 11 cycles. Thus, the protocol’s computation time is

cycles. Assuming that the controller
operates at 200 MHz (1 cycle 5 ns), the computation time of
the protocol for a 100-node network is 20 s.

VI. MULTIPLE MAC UNITS

A protocol’s throughput will be degraded by its processing
time and transceiver tuning time. These overheads lead to a gap
between transmission of successive data frames from the same
source resulting in lower throughput. There have been efforts
to mitigate their effect on throughput. To overcome the effects
of propagation delays, tuning, and processing, the centralized
scheduler in the MAC protocol proposed in [18] measures the
delays between the nodes and the hub and takes that delay into
account when scheduling transmissions. By measuring the time
that it takes a node to respond to a transmit command, the sched-
uler obtains an estimate of the round-trip delay for that node.
The round-trip delay is used to inform a node of its turn to
transmit in a timely manner. By synchronizing all of the nodes
to the hub, the transmissions of different nodes can be sched-
uled back-to-back, with minimal gaps between transmissions.
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Fig. 7. Timing relation.

To mitigate the effect of propagation delay on throughput, a sim-
ilar approach has been adopted in [9], where nodes schedule
their transmissions to account for propagation delays. In [9],
nodes offset their transmissions with the worst-case propagation
delay in order to make sure that both the transmitter and receiver
had sufficient time to respond to control messages.

In this paper, we propose a novel way to reduce the gap be-
tween the transmissions of successive data frames by the same
node. The concept of multiple MAC units presented in this paper
takes into account propagation time, protocol execution time, re-
ceiver tuning time, and data transmission time so that these indi-
vidual times do not form a bottleneck. The concept of multiple
MAC units does not measure those delays, rather it works on
their estimations. A worst-case estimation may simply produce
a small number of additional MAC units without deteriorating
system performance. And, the cost of an additional MAC unit
at the hardware level is insignificant.

In order to fine-tune the protocol, there is a need to identify
the protocol’s timing parameters. For improved performance,
it is necessary to carry out several activities in parallel. In this
section, we identify these actions and compute their durations.
Specifically, we will analyze control frame length, computation
time of the protocol, and data transmission time in addition to
propagation delay and tuning times of the receivers.

Control frame length : Each control frame has min-
islots of the structure . The source and
the delay fields can be represented by 2 bytes each to accom-
modate a large number of nodes and a wide range of delay. The
destination list can be represented by a -bit vector. Thus, a
control frame with minislots consists of bits.
For and a transmission rate of 1 Gb/s, a control frame
has a duration of 13.2 s.

Computation time of the protocol : In Section V, we
showed that the computation time of the protocol is
cycles. Assuming that the MAC hardware has a clock running
at 200 MHz, the clock duration is 5 ns. Thus, for 100 nodes, the
protocol’s computation time ns s.
For high speed MAC hardware running at, say, 500 MHz, the
computation time is 8 s.

Data transmission time : With a data rate of 1 Gb/s
and packets of length 1000 bytes, the data transmission time

s. It is possible that the value of is different from
, but there is no apparent advantage in making the value

of different from . Since a source’s transmitter and a
destination’s receiver are tuned to the same wavelength for the
entire duration of a data slot, there is no gain in running the
control channel at twice (or half) the rate of the data channels.

This is explained as follows. On the one hand, assuming that
(that is, the control channel runs at a higher

rate than the data channels), even if a MAC unit readies itself to
send data, a transmitter/receiver pair will have to wait until the
completion of the present data slot. On the other hand, assuming
that (that is, the control channel runs at a lower
rate than the data channels), the transmitters and receivers will
sit idle. Therefore, we assume that .

Propagation delay : With a local area network (LAN)
diameter of 10 km, the propagation delay is about 33.3 s.

Receiver tuning time : Receiver tuning time is much
less than the other durations discussed above. Kobrinski et al.
[13] have reported a very high-speed DFB laser amplifier with a
1- s wavelength-switching time. Though can be negligibly
small, we incorporate this delay in our studies in the following.

The representative values of different timing parameters,
shown above, suggest that and can be several times
greater than and . Thus, there may be a few control
frames in flight before the first one is processed and decision
made. Though control frames can be sent back-to-back, pro-
cessing those frames without delay is not feasible with a single
MAC unit if . As a result, data packets cannot be
sent in consecutive data slots from the same source. Hence,
there is a need for multiple MAC units to process consecutive
control frames in an overlapped manner so that data packets
can be sent in consecutive data slots from the same source. In
the following, we compute the number of such MAC units.

Referring to Fig. 7, nodes receive control frames at intervals
of . (The events denoting the completion of receiving control
frames are shown in the figure.) After receiving a control frame,
a node starts processing it—a MAC unit decides whether the
node will send and/or receive data during the next data slot. If
the node decides that it will receive a packet during the next data
slot, it will tune its receiver to the desired wavelength. Thus, a
duration of must elapse between the instance repre-
senting the end of receiving a control frame and the instance
of starting to receive a data packet. Since , data
packets can periodically arrive at a node at an interval of
(The events denoting the beginning of arrival of data packets
are shown in the figure.) Fig. 7 suggests that a node periodi-
cally receives control frames and readies itself to receive data
packets at the same periodicity. Thus, a node needs , where

, numbers of MAC units. If the MAC
units are numbered 0 through , then the th control frame,

, is processed by the th MAC unit, where .
As an example, for a 100-node network with a transmission

speed of 1 Gb/s, 200-MHz MAC hardware, and high-speed DFB
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laser amplifier with 1 ns tuning time, we have s,
s, and ns. Thus, .

VII. CONCLUDING REMARKS

We proposed a reservation-based MAC protocol with mul-
ticast support for single-hop passive optical star networks.
In additional to its throughput simulation, we presented an
analytical model of the protocol’s throughput and a hardware
implementation model of the protocol. We identified the in-
herent difficulty in obtaining a precise analytical model of the
protocol’s throughput, namely, computing the average clique
size in a random graph. Therefore, we restricted ourselves to
computing the lower bound on the throughput of our protocol.
Throughput simulations verify our analytical model and give
a more accurate picture of the protocol’s throughput. The
nodes collect multicast requests from all other nodes through
a control channel which is accessed by each node through a
pair of fixed-tuned transmitter and receiver. The available data
channels are shared among the nodes. Each node is equipped
with a fixed transmitter and a tunable receiver to send/receive
data. The protocol operates in two phases: first, through a
control channel, each node collects the multicast requests of
all other nodes; second, destination and source conflicts are
resolved to decide which nodes will transmit/receive next.
Simulation results show that the unicast throughput of our pro-
tocol is the best possible throughput. Comparison of multicast
throughput with other synchronous multicast protocols show
the superiority of our protocol.

We proposed how the second phase above can be imple-
mented in hardware. The hardware implementation model
allowed us to precisely analyze the computation time of the
protocol. If the protocol overhead (that is, computation time) is
larger than the duration of a control frame, then using a single
MAC unit, it is not possible to send data packets in consecu-
tive data slots. Therefore, we suggested how multiple MAC
units can be used to offset the effect of protocol overhead on
throughput performance. Our present interest is to specify the
protocol in VHDL and implement it using field programmable
gate arrays (FPGA).
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