
Voice Access of Global Information for
Broad-Band Wireless: Technologies of Today and
Challenges of Tomorrow

LIN-SHAN LEE, FELLOW, IEEE,AND YUMIN LEE, MEMBER, IEEE

Invited Paper

The rapid development of the Internet and the World Wide Web
has created a global network that will soon become a physical em-
bodiment of the entire human knowledge and a complete integra-
tion of the global information activities. The traditional approach
to access the network is through a computer physically tied to the
network. As broad-band wireless takes off, the traditional tethered
approach will gradually become obsolete. It is believed that one of
the most natural and user-friendly approaches for accessing the net-
work will be via human voice, and the integration of spoke language
processing technologies with broad-band wireless technologies will
be a key to the evolution of a broad-band wireless information com-
munity. This paper offers a vision of the above concept. Technical
considerations and some typical example applications of accessing
the information and services using voice in a broad-band wireless
environment are discussed. Fundamentals of spoken language pro-
cessing technologies that are crucial in such a broad-band wireless
environment are briefly reviewed. Technical challenges caused by
the unique nature of wireless mobile communications are also pre-
sented along with some possible solutions.

Keywords—Information retrieval, radio communication, speech
processing.

I. INTRODUCTION

People were dreaming of a universally accessible infor-
mation database even before computer networking was in-
vented. It was not until the 1990s that the technologies caught
up to make such a concept possible. The commercialization
of the Internet and the invention of the World Wide Web have
prompted the creation of a universe of virtually unlimited,
network-accessible information that ranges from private, se-
cure databases to free, publicly available services. Such typ-
ical examples as digital libraries, virtual museums, distance
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learning, network entertainment, network banking, and elec-
tronic commerce have indicated that this global information
network will soon become a physical embodiment of the
whole human knowledge, and a complete integration of the
global information activities. As the global information net-
work evolves, efficient, while user friendly, technologies for
accessing the information infrastructure become increasingly
important. Traditionally, the information infrastructure is ac-
cessed through a computer that is physically tied to a net-
work. Commands are entered into the computer by the use of
the keyboard and the mouse, while the retrieved information
is displayed on the screen. Although reliable and econom-
ical, this mode of accessing the global information network
will become increasingly inadequate as we progress into the
21st century.

The success of broad-band wireless technologies will
bring a new dimension to the way the above information
is accessed or retrieved. Since full mobility support is pos-
sible, the user will no longer be constrained by the tether of
the wire. The data rates of the future broad-band wireless
systems range from 384 kb/s [third-generation (3G) cellular
systems] to a few megabits per second (broad-band wire-
less access) to tens of megabits per second (wireless LAN),
which are capable of carrying multimedia traffic. There-
fore, with the successful deployment of broad-band wire-
less communication systems, users should be able in prin-
ciple to access the global network infrastructure at any time
and from anywhere. However, as the size of the wireless
terminal shrinks, traditional keyboard or keypad input and
screen output become increasingly inconvenient. Therefore,
an efficient, flexible, and user-friendly approach especially
suited for broad-band personal wireless communicators is an
important enabling factor for desired “anytime, anywhere”
access to the information infrastructure. Speech is one of
the most natural and user-friendly mechanisms for informa-
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Fig. 1. The broad-band wireless environment in which the mobile users have ubiquitous tetherless
broad-band access to the global information network. The integration of spoken language processing
and broad-band wireless technologies offers the future voice-enabled information community.

tion access, and spoken language processing technologies,
after decades of diligent research efforts, have matured to
a point where many useful and commercially beneficial ap-
plications have recently become feasible. Therefore, a good
integration of advanced spoken language processing and
broad-band wireless technologies will be a key factor for
the evolution of a wireless information community from the
success of broad-band wireless. Such a concept is depicted
in Fig. 1.

In this paper, we offer our vision of the integration
of spoken language processing technologies with broad-
band wireless communications technologies. Emerging
broad-band wireless technologies are briefly summarized in
Section II. Example applications, including voice-enabled
information retrieval, remote authoring, and interactive
voice access to personalized intelligent agents, and technical
considerations of accessing the information and services
using voice in the broad-band wireless environment are
discussed in detail in Section III. Fundamentals of spoken
language processing technologies and speech processing
functionalities that are crucial in the future broad-band
wireless network environment are presented in Sections IV
and V. Technical challenges that arise due to the unique
nature of wireless and mobile communications, including
poor microphone reception, background noise, transmission
and packet loss, bandwidth limitations, hardware and size
limitations for handsets, and cross-language information
processing necessary to support global roaming are also
discussed in these sections. Finally, the conclusion is given
in Section VI.

II. THE BROAD-BAND WIRELESSENVIRONMENT

Wireless communication networks have traditionally been
used primarily to carry circuit-switched voices. However,
due to the phenomenal growth of the Internet and the ever
more abundant information and services that are available
on the web, users increasingly desire the ability to access the
global information network using their wireless terminal at
any time, from anywhere, and with the same reliability and
speed provided by fixed networks. This demand for a reli-
able, high-speed, and ubiquitous wireless access network has
stimulated substantial efforts of research and standardization
on broad-band wireless technologies.

In essence, broad-band wireless refers to the mul-
timedia-capable high-data-rate (greater than 384 kb/s)
services provided to mobile wireless terminals. The ultimate
goal of broad-band wireless is to provide services to mobile
users with the same high quality and broad-band charac-
teristics as fixed networks without the tether of the wire.
Mobility should be fully and seamlessly supported, i.e.,
users should receive exactly the same services wherever and
whenever they access the network. Physical limitations and
channel impairments, including limited bandwidth, power
and complexity constraints, multipath propagation, signal
fading, interference, and noise, present significant technical
hurdles that must be overcome in order to provide reliable
high-data-rate wireless mobile communication services.
The efforts to overcome these technical challenges have
led to several emerging system approaches, including the
evolution of second-generation cellular systems to higher
data rates [1]–[8], the so-called 3G cellular system [8]–[19],
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broad-band wireless local access systems, and wireless
local area networks (WLANs), all of which are briefly
summarized later in this section. Although these emerging
systems sometimes compete with each other, it has become
a common understanding that different broad-band wire-
less technologies must peacefully coexist and somewhat
interoperate with each other in order to achieve the goal
of providing ubiquitous tetherless broad-band access to
the global information network. Flexibility, globalization,
harmonization, and convergence are therefore important
trends in the development of these broad-band wireless
technologies. Thus, although the emerging technologies
may differ in many aspects such as air interface, data rate,
coverage area, and supported mobile speed, interoperability,
and interworking together with advanced technologies such
as software-definable radio [20], [21] are expected to enable
seamless information transfer among different systems in
the future. As shown in Fig. 1, despite the technological
differences, the emerging systems promise the creation of
a future “broad-band wireless environment” in which the
mobile users have ubiquitous tetherless broad-band access
to the global information network. A good integration of
advanced spoken language processing techniques into this
broad-band wireless environment will be a key factor in the
evolution of a wireless information community, as discussed
in this paper.

A. Evolution of Second-Generation Cellular Systems to
Higher Data Rates

These systems extend the capabilities of existing services
and systems to provide an orderly and planned transition into
broad-band wireless. Examples include EDGE [Enhanced
Data Rates for Global System for Mobile (GSM) Evolution]
[1], [2], UWC-136 [3]–[5], [8], and CDMA2000 [6], [7].
EDGE is a high-data-rate extension of GSM. By using eight-
level phase shift keying (8-PSK) in 200-kHz carriers and ad-
vanced link quality control schemes, EDGE is capable of pro-
viding data rates in excess of 384 kp/s in outdoor vehicular
environments [1], [2]. On the other hand, UWC-136 has been
adopted by the Universal Wireless Communications Consor-
tium (UWCC) for evolving the Telecommunications Industry
Association (TIA) Interim Standard 136 (IS-136) time-di-
vision multiple-access (TDMA)-based technology [3]–[5],
and is capable of providing data rates up to 384 kb/s and 2
Mb/s in the outdoor and indoor environments, respectively.
CDMA2000 is an evolution from the TIA IS-95 code-divi-
sion multiple-access (CDMA) standard, and supports data
rates up to 2 Mb/s [6], [7].

B. 3G Cellular System

The 3G cellular system refers to the International
Mobile Telecommunication-2000 (IMT-2000) currently
being standardized in the International Telecommunication
Union (ITU). Formerly known as Future Public Land
Mobile Telecommunication Systems (FPLMTS), the aim of
IMT-2000 is to define a family of radio interfaces suitable
for the wide range of radio operating environments, e.g.,
indoor, outdoor, terrestrial, and satellite, with target data

rates of 384 kb/s for wide area coverage and 2 Mb/s for
local area (microcellular) coverage. IMT-2000 is a global
standardization effort with participation from Europe [8],
[12], Asia-Pacific [13]–[16], and the United States [17],
[18]. A comprehensive set of terrestrial and satellite radio
interface specifications were approved in November 1999
[19]. The approved terrestrial radio interfaces employ a
wide range of radio technologies that are newly designed
for accessing existing core networks (e.g., UTRA [8], [12])
or evolved from the second-generation cellular systems
(e.g., CMDA2000 [17] and UWC-136 [18]). The approved
satellite interfaces cover LEO, MEO, and GEO orbits as well
as those specifically aimed at maximizing the commonality
between terrestrial and satellite interfaces [19].

C. Broad-Band Wireless Local Access Systems

Broad-band wireless local access systems are wireless
extensions (typically with data rates in excess of 2 Mb/s) of
fixed broad-band networks, which provide the users with
a means of radio access to broad-band services. Research
and development activities worldwide [22]–[26] have led to
emerging systems that differ in applications, coverage area,
data rate, and scale of mobility. For example, Magic Wire-
less ATM Network Demonstrator (Magic WAND) [25] and
ATM Wireless Access Communication System (AWACS)
[25] are experimental low-mobility indoor wireless systems
for accessing the ATM infrastructure. High-Performance
Radio Local Area Network (HIPERLAN) Type 2 [27] and
HIPERACCESS [28], on the other hand, are members of
the Broadband Radio Access Networks (BRAN) family of
standards currently being developed within the European
Telecommunication Standards Institute (ETSI). Both of
these standards are aimed at providing low-mobility users
wireless access of IP, ATM, and possibly Universal Mobile
Telecommunication System (UMTS) core networks at a data
rate up to 54 Mb/s. HIPERLAN Type 2 is designed primarily
for indoor applications, while HIPERACCESS is designed
for remote access applications. The local multipoint dis-
tribution services (LMDS) and multipoint multichannel
distribution services (MMDS) [29] are example approaches
for delivering broad-band wireless access to residential
and commercial customers, and are being considered for
standardization by the IEEE 802.16 Working Group [30]. Fi-
nally, System for Advanced Mobile Broadband Applications
(SAMBA) is a trial platform for demonstrating full-duplex
wireless ATM access with high-mobility (50 km/h) support
[25].

D. WLANs

WLANs [31] are high-speed (data rate in excess of 1 Mb/s)
indoor radio networks with limited support for mobility. Ex-
isting WLANs typically support two network topologies: a
“centralized” topology in which the mobile terminals ac-
cess the fixed backbone network via access points, and a
“distributed” topology in which a group of mobile terminals
communicate with each other in an ad hoc fashion. There-
fore, WLANs can also be viewed as a special case of the
previously mentioned broad-band wireless local access sys-
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tems. Examples of WLAN standards include IEEE 802.11
Wireless LAN [32] and HIPERLAN Type 1 [33], [34]. IEEE
802.11 Wireless LAN includes both radio and infrared (IR)
light implementations that provide data rates from 1 to up to
54 Mb/s [27]. HIPERLAN Type 1 is a member of the BRAN
family of standards, and is capable of delivering a channel
data rate of 23.5 Mb/s.

III. V OICE ACCESS OFINFORMATION IN THE BROADBAND

WIRELESSENVIRONMENT—CHALLENGES OFTOMORROW

Given that services such as wireless stock quotes and
wireless sports score updates are already becoming pop-
ular today even with the limited data rates of the paging
networks, it is not difficult to envision that the success of
broad-band wireless will prompt the creation of many new
applications that rely on the “anytime, anywhere” access
to the information and services on the Internet or web.
Therefore, future wireless terminals must provide users with
a user-friendly interface for accessing the information on
the network infrastructure at any time and from anywhere.
Traditionally, the information on the network infrastruc-
ture is accessed through a computer physically tied to a
network, with commands entered using the keyboard and
the mouse and the retrieved information displayed on the
monitor. However, in the broad-band wireless environment,
user terminals are becoming increasingly miniaturized for
better portability, rendering the traditional keyboard or
keypad input and screen output practically inconvenient.
Furthermore, with ever-cheaper digital and radio frequency
(RF) technologies, many emerging broad-band wireless
applications will require the embedding of digital and RF
components in otherwise traditional appliances such as
televisions, VCRs, refrigerators, microwave ovens, and
car electronics. For these appliances, attaching a keyboard
and a mouse is difficult and awkward, if not impossible.
Finally, in order to fully exploit the ubiquitous access to
the information infrastructure, the use of wireless terminals
should not be limited to situations where the traditional
information access method is viable. As a result, although
the traditional mode of information access is reliable and
economical, it will become increasingly inadequate as the
new broad-band wireless applications take off. An efficient,
flexible, and user-friendly information access mechanism
suitable for broad-band wireless terminals is an important
enabling factor for “anytime, anywhere” access to the
information infrastructure.

One of the most convenient, user-friendly, and natural
mechanisms for information access is via the human voice;
therefore, it is not surprising that communication services
with a voice-enabled access interface based on spoken
language processing technologies date back as far as the
early 1980s [35]. We further argue in this paper that voice
access to the global information network will, in fact, be
ideal in the future broad-band wireless environment for the
following reasons. First, since speech is a natural part of
everyone’s daily life, users do not need any special training
for using the voice access. Second, the only additional

devices required for voice access are microphones and
speakers, which are small and inconspicuous, and can be
easily integrated with traditional or future wireless informa-
tion appliances. In fact, many existing wireless or mobile
terminals, such as cellular phones and notebook computers,
already have built-in microphones and speakers. The only
missing piece in these cases is the ability to process speech
signals for information accessing applications, which can
actually be provided primarily at the servers in the future
client–server networks. Finally, voice access can be used
almost anywhere and in almost any situation, and is, in fact,
perfect for many “hands-busy, eyes-busy” scenarios such
as automobile driving. Therefore, the omnipresence of the
broad-band wireless, complemented by the convenience of
voice access, shall offer users access to the global infor-
mation network even in situations where traditional access
mechanisms are impossible due to limitations in space (e.g.,
in a crowded subway), safety concerns (e.g., when driving
an automobile), or the wireless terminal itself (e.g., for a
pocket personal communicator). As a result, it is believed
that a good integration of the advanced spoken language
processing and broad-band wireless technologies is indeed
a key factor for the evolution of a wireless information
community from the success of broad-band wireless.

Possible activities of voice access of the global informa-
tion network in the broad-band wireless environment can be
roughly classified into three categories: voice-enabled infor-
mation retrieval, remote authoring, and interactive voice ac-
cess to personalized intelligent agents. Each of these cate-
gories presents a set of challenges and technology require-
ments, as briefly discussed below.

A. Voice-Enabled Information Retrieval

Voice-enabled information retrieval refers to the retrieval
of information, using speech input and audio output (pos-
sibly complemented with visual output), from private/secure
or public databases that are located on the information
infrastructure. Perhaps the most obvious application is the
voice browsing of the web. The World Wide Web Consor-
tium (W3C), recognizing the importance of voice interface
for web browsing, established a Voice Browser Activity
and Work Group in March 1999 [36]. The success of voice
browsing depends on voice-friendly rendering of the net-
work contents as well as the integration of spoken language
processing technologies into the browser technologies to
create “voice browsers.” Currently, there are generally two
approaches for voice-friendly rendering of contents. One
is to extend the Hyper Text Markup Language (HTML)
using style sheets such as the Aural Cascading Style Sheets
(ACSS) [37], which allows a document to be displayed
aurally as well as visually without requiring a separate page
for each mode. The other approach is to create a specific
markup language for rendering speech input/output on the
Internet. An example of the latter is the VoxML Voice
Markup Language [38]. Current voice browser technologies
include self voicing browser for the visually challenged [39],
speech interface for accessing selected web-based databases
[40], [41], telephone-based web browsers [42]–[44], voice

44 PROCEEDINGS OF THE IEEE, VOL. 89, NO. 1, JANUARY 2001

Authorized licensed use limited to: IEEE Xplore. Downloaded on January 20, 2009 at 02:10 from IEEE Xplore.  Restrictions apply.



access of information for automobile drivers [45], [46],
and voice portal technologies. Most of these examples use
circuit-switched plain old telephone system (POTS) as an
access device, and none of them employ speaker verification
as a means for user authentication. Integrating the advances
in broad-band wireless and spoken language processing
technologies, future voice-enabled information retrieval can
be significantly enhanced to include many more applications
not available today. Typical examples may be voice access
to a confidential patient database from an ambulance, and
voice access to a secure inventory database from a delivery
vehicle.

B. Remote Authoring

Remote authoring is yet another category of examples
within the broad spectrum of applications that will be en-
abled by the integration of broad-band wireless and spoken
language processing technologies. Consider the scenario
in which a news reporter authors his story by dictating the
article into a handheld wireless device, finding relevant
multimedia information over the network, and composing
the complete document via the same device. With current
technology, the reporter will have to manually transcribe
his article and find relevant information when he returns to
the office. With remote authoring, he can find relevant mul-
timedia information in real time, while the dictated article
can be automatically converted into text ready for editing
before he returns to the office. Other example scenarios
include remote transcription of meetings, presentations,
and interviews. Note that here remote authoring is different
from voice-enabled information retrieval in that in remote
authoring, the user actively creates and manipulates the
information.

Two ingredients are necessary for the remote authoring to
be feasible and practical. The first is the ability for the mo-
bile user (e.g., reporter) to reliably access the network at any
time and from anywhere, which is adequately provided by
broad-band wireless. The second is a large-vocabulary dic-
tation system that also supports mobility. Since a large-vo-
cabulary dictation system often requires much more memory
and processing power than a handheld device can handle,
distributed speech recognition (DSR) is a more practical ap-
proach. DSR is a client/server approach for speech recog-
nition, where the client refers to the mobile terminal, while
the server is a computer physically connected to the network
infrastructure. The mobile client may perform only the fea-
ture parameters extraction and compression. The compressed
feature parameters are then transmitted over an error-pro-
tected wireless channel to the server, which is in charge of
more complicated tasks of large-vocabulary speech recogni-
tion. The feature extraction, compression algorithms as well
as the error correction code are important factors in the de-
sign of a DSR system. A well-designed DSR system strikes
a good balance among mobile terminal complexity, wireless
transmission bandwidth requirement, and speech recognition
accuracy or information retrieval efficiency. DSR is actually
useful for all possible applications of voice access of net-
worked information in the broad-band wireless environment

in general, and especially helpful to the remote authoring dis-
cussed here in particular, because a large-vocabulary speech
recognition system that supports mobility is needed here.
The Aurora project within ETSI is an ongoing effort to stan-
dardize feature extraction, compression, and error correction
coding algorithms for DSR.

C. Interactive Voice Access to Personalized Intelligent
Agents

Personalized intelligent agents, or personal assistants,
refer to integrated information- and communication-related
services that are customized for each user. The concept of
integrated services is not new. In fact, the popularity of the
Internet and the web has already prompted the appearance of
web- and telephone-accessible services integrating voice di-
aling, personal address and appointment notebook, message
retrieval (voice mail and e-mail), and information retrieval
[47]. A futuristic voice-enabled interactive personalized
intelligent agent referred to asVoiceTonemay be able to
provide secure and integrated access to messages, news,
directories, personal information, and other information
services [47]. In the broad-band wireless environment,
an important and special requirement for such services is
the ability to handle multilingual tasks caused by global
roaming. Such features as language or dialect detection for
the input speech signal plus machine translation may be
required to provide users who travel across many different
countries with the same high-quality and friendly voice
interfaces.

D. Challenges of Tomorrow

Most existing spoken language processing applications,
such as voice access to credit card accounts or directory
assistance, provide voice access to information and services
through the circuit-switched POTS. Future applications
in the broad-band wireless environment must be made
available through both the circuit-switched POTS and
the packet-switched broad-band wireless networks using
miniaturized portable terminals. This shift in paradigm
presents many unique and significant challenges to spoken
language processing technologies due to the nature of
wireless communications.

Wireless channels are relatively unreliable due to mul-
tipath fading propagation. Furthermore, mobile wireless
terminals are often used in noisy environments such as in a
car or in a crowded shopping mall. The computational power
of a mobile wireless terminal is often limited due to concerns
of portability and battery life. These constraints bring about
many technical challenges for voice access technologies
applied to broad-band wireless. For example, the complexity
and power drain of the speech processors built on the mobile
wireless terminals must be low enough for the terminals to
handle. Speech recognition technologies, if implemented on
the mobile terminal, must deal with such impairments as
variable and generally poor microphone reception and back-
ground noise. In cases where the speech signals or speech
feature parameters are transmitted wirelessly to a speech
recognition server that is located somewhere in the network,
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Table 1
Basic Spoken Language Processing Technologies and Fundamental Speech Processing
Functionalities Necessary for Voice Access of Information in the Broad-Band Wireless Environment

the speech signals or feature parameters must be tailored to
fit in the limited bandwidth even when broad-band wireless
is used. Speech recognition in these cases must also deal
with such impairments as lost frames due to transmission
errors or network congestion, low-bit-rate speech coding, as
well as poor microphone reception and background noise,
all of which result in significant speech quality degradation.
Furthermore, in general speech recognition is required to be
very robust and reliable because backup methods such as
keypad or touch-tone input may become too cumbersome or
may even no longer be available. Speaker verification tech-
nologies for user authentication also face similar challenges.
On the other hand, text-to-speech synthesis and dialogue
systems must deal with lost frames, variable and generally
longer delay encountered in broad-band packet-switched
networks, as well as degraded speech quality due to the lim-
ited bandwidth of wireless communications. Furthermore,
when the users travel across many different countries with
different languages, the global roaming may further produce
multilingual difficulties. For example, the input speech
may be in a language different from the ones that the local
service providers primarily handle. Language identification
and machine translation technologies will be needed in
such cases to identify the user’s language and perform the
necessary translation.

IV. ENABLING SPOKEN LANGUAGE PROCESSING

TECHNOLOGIES

Voice access of global information in the broad-band
wireless environment relies on the availability and matu-
rity of enabling spoken language processing technologies
and speech processing functionalities that are properly
adapted and enhanced to meet the unique challenges

presented by broad-band wireless communications. The
speech processing functionalities include dictation and
transcription, audio indexing and retrieval, spoken dialogue
systems, and multilingual functionality, all of which will
be discussed in Section V. Lying at the core of these func-
tionalities are the enabling spoken language processing
technologies, including large-vocabulary continuous speech
recognition, speech understanding, speaker verification,
and text-to-speech synthesis, all of which are summarized
below. As shown in Table 1, the enabling spoken language
processing technologies are required for all future voice
access applications in the broad-band wireless environment.
The various speech processing functionalities, on the other
hand, can be selectively integrated in an application-depen-
dent fashion.

A. Large-Vocabulary Continuous Speech Recognition

Large-vocabulary continuous speech recognition is
the core of basic technologies for spoken language pro-
cessing. The framework was developed as early as the
1970s [48]–[50], and can be represented by the simplified
block diagram shown in Fig. 2. An input speech signal

is first represented by a sequence of feature vectors
, where each feature vector

is composed of a set of feature parameters extracted from
a frame of the speech signal obtained with a signal
window located at time. Today, the most commonly used
feature parameters are the Mel-frequency cepstral coeffi-
cients [51] plus dynamic features [52], although very good
results have also been reported using perceptual weighted
linear prediction coefficients [53]. The goal of speech
recognition is to find, based on the observed speech signal

, a most likely sequence of words from a vocabulary.
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Fig. 2. Basic framework for large-vocabulary continuous speech
recognition.

This goal can be achieved by finding a word sequence
that maximizes the likelihood , i.e.,

(1)

where represents a word
sequence with being the th word, and the maximiza-
tion is performed over all possible word sequences. Applying
Bayes’ rule, we have

(2)

since is the same for all word sequences. Given
the observed signal , the problem can be reduced to
finding the word sequence that maximizes the product
of and . The former is the likelihood of
observing the feature vector sequence given a word
sequence , while the latter is thea priori probability of
observing the word sequence, which is independent of
the observed speech signal . This maximization process
is performed using three knowledge bases as shown in
Fig. 2: acoustic models, lexicon, and language models.

For the purpose of speech recognition, every word in the
vocabulary is represented as a sequence of basic sounds or
phones in the lexicon. Each phone is in turn represented by
a statistical signal model called the hidden Markov model
(HMM) [54]–[57]. As shown in Fig. 3, an HMM consists of
a Markov chain with state transition probabilities . Each
state in an HMM is assigned an output distribution
that models the likelihood of observing a speech feature
vector at that state. The most commonly used form of

is the multivariate mixture Gaussian given by

(3)

where is the weight of the mixture componentin state
and is a multivariate Gaussian of meanand

covariance . The state transition probabilities are used
to model the durational variability in speech signals, while
the output distributions are used to model the charac-
teristic feature variability of the speech signals. The HMMs

Fig. 3. Hidden Markov model.

for all the necessary phones for the desired vocabulary form
the acoustic models in Fig. 2. The necessary statistical pa-
rameters for describing these HMMs are obtained from some
training speech data. For a typical word sequence, the
likelihood in (2) is evaluated from a composite
model formed by concatenating the HMMs of the phones
corresponding to the word sequence.

On the other hand, thea posterioriprobability in
(2) is obtained from the language model [58]–[60]. The sim-
plest yet effective language model is the-grams, in which
it is assumed that the appearance of a worddepends on
the preceding words, i.e.,

(4)

The right-hand side of (4) is called the-gram probabili-
ties, which can be estimated from frequency counts in a large
training text data and stored in a lookup table. However, not
all -gram probabilities can be accurately estimated from the
training text data; therefore, various smoothing techniques
have been developed. The probability needed in (2)
can then be evaluated from the-gram probabilities. With the
acoustic models providing and the language model
providing , the identification of the most likely output
sentence can be performed using readily available search
algorithms.

B. Relevant Issues for Large-Vocabulary Continuous
Speech Recognition

Although large-vocabulary continuous speech recognition
has been extensively researched over the past two decades, its
application to broad-band wireless presents many issues rele-
vant to acoustic and language modeling. Solutions to these is-
sues are very important for voice-enabled information access
in the broad-band wireless environment, and are currently
undergoing active research. Typical examples of these issues
and possible solutions are summarized in the following.

Coarticulation is a significant challenge in acoustic
modeling because it seriously affects the characteristics of
naturally spoken speech signals. Context-dependent models
are found to be very useful in dealing with the coarticulation
effects. The simplest and most common approach is the
triphone, in which every phone has a distinct HMM model
for every different left and right neighbor. However, this
technique leads to a large number of HMMs and a huge
number of parameters to be estimated during the training
process. Many approaches [61]–[65], including tied-
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mixture, state-tying, phone-based component tying, and
decision trees, have been developed to maximize the quan-
tity of data available to estimate each parameter. Another
major issue relevant to acoustic modeling is the mismatch
between the statistical characteristics of the training speech
signals and the application speech signals. The training
speech signals are used for estimating the parameters of the
HMMs, while the application speech signals are used for
evaluating the likelihood . Mismatch between the
two leads to inaccurate modeling, which, in turn, results in
poor recognition performance. Two major causes for this
mismatch can be identified in the context of voice-enabled
information access for the broad-band wireless environment.
The first, and perhaps the most challenging, cause is speaker
variability. Speech signals produced by different speakers
have different statistical characteristics, but the recognition
system is very often trained by speech produced by people
other than the user. Currently, the most important technique
for dealing with speaker variability is speaker adaptation,
i.e., using very limited speech data from a specific user to
adapt the acoustic models obtained using training data from
a larger number of speakers. Substantial work has been done
in this area, and many different approaches have been devel-
oped. Typical examples include the global transformation
for all acoustic model parameters, clustering the Gaussian
distributions and defining individual transformation for each
cluster, locally smoothing the updated parameters based on
available adaptation data, and the classical MAP estimation
for the parameters if the available adaptation data are
adequate [66]–[72]. Considering the large number of users
in the future global wireless network environment and the
difficulties of collecting speech data for each user, it is fore-
seeable that speaker variability will remain a very important
issue in large-vocabulary continuous speech recognition.
The second cause, referred to as environmental variability,
is the mismatch between the environments in which the
training and the application signals are obtained. With the
mobility provided by broad-band wireless communications,
it is impossible to guarantee that the environment in which
voice-enabled information access is used will be the same
as the environment in which the acoustic models are trained.
Therefore, speech recognition technologies for broad-band
wireless applications must deal with the mismatch due to
variations in microphone reception (hands free or handheld),
room acoustics (in a car or in a building), mode of operation
(driving or walking), broad-band wireless transport tech-
nology (outdoor cellular system or indoor wireless LAN),
background noise (on a busy street or in a quiet room), and
applications. Distortions due to the wireless communication
channel, microphone, and room acoustics can be approxi-
mately modeled as linear distortion, which is represented by
the convolution of the speech signal with some unknown
function. The background noise, on the other hand, can be
represented as an additive noise that further corrupts the
signal. All these conditions vary for different applications.
Since it is impossible to collect training data for all different
cases, many approaches have been developed to improve
recognition robustness against environmental variability. For

example, since convolution in the time domain introduces
an additive component in the cepstral feature parameters,
linear distortion can be effectively removed if the additive
component can be estimated with reasonable accuracy
[73]–[75]. On the other hand, noise-robust features can be
extracted by various techniques. The acoustic models can
also be modified to include the environmental changes [76],
[77]. Considering the completely uncontrollable acoustic
conditions in the future global wireless network environ-
ment, robustness against environmental variability will be
very critical. Furthermore, most current works on speech
recognition are based on read or prepared speech data,
i.e., the speaker reads or speaks from some prepared text
when the speech signals are collected. However, in future
broad-band wireless applications, the speech signals to be
handled will be spontaneous, i.e., speech produced spon-
taneously without a prepared text. There exist significant
differences between the two, primarily due to the increased
coarticulation and fluency, variable speaking rate, and
various types of disfluency such as hesitations, false starts,
and repairs in spontaneous speech. Experimental results
indicate that recognition accuracy can be significantly
degraded when spontaneous speech is to be recognized.
Active research is in progress in this area, and encouraging
results are being produced from time to time.

In language modeling, on the other hand, the capabilities
of the -grams are generally too limited to be useful in the
broad-band wireless environment because they only de-
scribe the local behavior of a language. Better models, e.g.,
tree-based models, trellis models, trigger models, history
models [78]–[82], and word-class-based models, are avail-
able. A new approach to include more semantic information
based on a word–document matrix has also been found
to be very successful [72], [83]. As mentioned earlier, the
parameters of the-grams or the more advanced language
models are obtained from training texts. Just as in acoustic
modeling, the most difficult challenge is the mismatch in
statistical characteristics between the training text and the
application text, which comes from the high variability in
human languages. For example, the-gram probabilities
in (4) estimated from some training text on one subject
domain may not be very helpful in speech recognition ap-
plications in another. Users of future voice applications for
the broad-band wireless environment are expected to access
information from a plethora of diverse subject domains at
any time, therefore, the ability to adapt the language models
to the right subject domains based on very limited input
data is very important. A good example of a successful
adaptation approach [84] is the cache-based approach. In
addition to statistical mismatch, texts from different subject
domains usually contain different vocabularies. In the basic
framework in Fig. 2, recognition is primarily based on a
lexicon. The lexicon can never include all possible words,
and even if it did, the search space would be too large
for practical implementations. If the input speech signal
includes some words not in the lexicon, the recognition
process will produce some errors. A promising approach for
handling this problem is to generate dynamic lexicons by
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automatically extracting contents from networked resources
and classifying them into different subject domains [85].
Finally, because of the size of the search space for the input
speech given the lexicon, acoustic models, and language
models, efficient search techniques have always been de-
sirable. This is especially true when speech recognition is
applied in a broad-band wireless communication system
because of the mobility and increased diversification in
application scenarios. Typical important search techniques
include depth-first search and breadth-first search, stack
decoding, -decoding, Viterbi decoding, beam search, and
look-ahead approaches [72], [86].

C. Speech Understanding

The speech recognition technologies mentioned above
simply transform the speech signal into a word se-
quence without understanding the meanings carried
by the word sequence. Speech understanding means the
extraction of the meaning of the speech signal so that
the machine or network can understand the intention of
the speaker and perform appropriate functions accordingly.
Speech understanding is a key element for broad-band
wireless applications, especially in the voice access to
personalized intelligent agents and voice retrieval of in-
formation mentioned above. In general, understanding the
meaning of an arbitrary sequence of clearly identified words
by machines is a very difficult problem because the general
knowledge needed for understanding human language is
almost unlimited. Understanding speech signals is even
more difficult because of the added ambiguities in the word
sequence caused by the inevitable recognition errors. How-
ever, language or speech understanding for a specific task
domain is achievable because only the knowledge relevant
to the particular task domain is necessary. For example, in
a train schedule information task, the word sequence “from
London to Paris” is not too difficult to understand, as long
as the system knowsa priori that “London” and “Paris” are
cities, the city after the word “from” is the origin of the trip,
and the city after the word “to” is the destination. In this case,
the origin and destination can be defined as two “slots,” and
understanding is completed when these two slots are filled
in with city names. In general, there can be a wide variety of
scopes and degrees of difficulties for speech understanding
depending on the purposes, applications, and task goals.
Similarly, there are also a wide variety of approaches and
strategies developed for speech understanding with different
purposes, applications, and task goals. The appropriate
choice of speech understanding technologies for broad-band
wireless applications depends on the application scenario.

Language understanding technologies for printed texts and
sentences are typically grammatical. A parsing process is
used for generating parsing trees for the sentences in order to
analyze the syntactic and semantic relationships among the
words and phrases so that the meaning of the sentences can
be interpreted accordingly. Very often, the necessary knowl-
edge to be considered includes not only the syntactic and
semantic parts, but also the pragmatic and discourse knowl-
edge, history of the interaction, and knowledge regarding the

task domain [87]. Speech understanding for recognized word
sequences, on the other hand, cannot be achieved this way
because of the recognition errors and ambiguities as well as
the nongrammatical forms in the recognized word sequences.
As a result, complete parsing of the word sequences is very
often unachievable. However, in a limited task domain with
adequate domain knowledge, very often the partial results of
parsing small portions of the recognized word sequences or
phrases, or the detection of some key phrases or keywords,
may lead to reasonable understanding of the speech signals.
It is also possible to define the “language” and develop or
train deterministic or stochastic grammars for some specific
task domains based on the domain knowledge [88], [89].

On the other hand, understanding is also achievable in
some cases via stochastic models similar to the speech recog-
nition framework mentioned previously. For example, a set
of “concepts” may be defined for the task domain, and a con-
cept structure may be used to
specify the meaning of a word sequence whereis a con-
cept or another structure of concepts. In this case, the goal of
understanding is to find the most likely concept structure
given the recognized word sequence. Mathematically, we
have

(5)

where is thea posteriorilikelihood of given the
recognized word sequence. Equations (5) and (1) are of
the same form, thus (5) can be handled similarly to (1) to
yield

(6)

Here, can be estimated by a “concept language
model” that can be -grams of concepts trained from some
corpora, and can be estimated from a “lexical
realization model” that specifies how words are generated
from the meaning or concept structures. Many approaches
have been developed along this direction, and some of them
can be integrated with the grammatical approach mentioned
above [90]–[92].

There are many other alternative approaches and strate-
gies, among them WordNet is perhaps one worth mentioning.
In this approach, lexicalized concepts are represented by sets
of synonyms, or the “synsets.” Semantic relationships are
then represented by links among the “synsets,” and these
links form a “WordNet.” A word may belong to more than
one “synset” if it has more than one meaning. WordNet is a
very powerful knowledge base for both language and speech
understanding [90], [93].

D. Speaker Verification

User authentication is crucial when accessing a private
information database or a personalized intelligent agent.
As mentioned previously, the traditional mode of user au-
thentication is impractical for miniature wireless terminals.
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Therefore, it can be envisioned that user authentication
using speaker verification will be a key element for voice
access of global information in the broad-band wireless
environment. In speaker verification, the user claims an
identity using voice, and the system or the network decides
whether the claim should be accepted or rejected based on
the speech signals received. Speaker verification is there-
fore a statistical pattern recognition problem. In a speaker
verification system, feature parameters are extracted from
the input speech to form a sequence of feature vectors just
as in large-vocabulary speech recognition. However, here
the purpose is to verify the speaker rather than to deter-
mine the word sequence; therefore, the acoustic models,
lexicon, and language models in Fig. 2 are very often not
necessary. Instead, a database for the statistical distributions
of the feature vectors in the feature space for speakers
to be considered is used here. The accuracy of speaker
verification is measured by the rates of false acceptance and
false rejection. The tradeoff between these two rates can
usually be adjusted by tuning one or more parameters in
the verification algorithm. The requirements for these two
rates can be quite different for different applications. For
example, when speaker verification is used to control access
to credit card accounts, false acceptance of an intruder may
result in a disaster, but false rejection of a legitimate user is
not as detrimental because the user can always try again and
get through the next time. However, if speaker verification is
used to control access to medical databases, false rejection
of a legitimate user may cause delays in emergency medical
treatment, which can have serious consequences.

There are several different types of speaker verification
techniques [94]–[96]. The simplest case uses a fixed pass-
word, i.e., the user is required to speak his/her password
when claiming an identity. Assuming that one or more utter-
ances from the user for this password have been used in the
training process, it is not too difficult to verify the speaker.
Therefore, this type of speaker verification technique gener-
ally achieves the highest accuracy (lowest false acceptance
and false rejection rates). However, it is also the easiest to
break. For example, an intruder can impersonate a legitimate
user by playing a recording of the password. Speaker verifi-
cation systems for the broad-band wireless environment are
especially vulnerable to this type of attack if encryption is
not properly designed or implemented in the wireless link,
because a potential intruder may eavesdrop on the wireless
link to obtain the necessary recordings. A more secure type
of speaker verification approach is to ask the speaker to speak
a randomly assigned word sequence. This is much more dif-
ficult to break, but the technologies involved are also much
more complicated. For instance, the trajectories in the fea-
ture space through which feature vectors move with time are
completely different for different word sequences. A sophis-
ticated verification algorithm is therefore necessary to verify
against all the possible trajectories. In general, it is desirable
to select feature parameters with the highest discriminating
power for speaker verification. Furthermore, when applied to
broad-band wireless communications, these feature parame-
ters as well as the verification algorithm must also be robust

Fig. 4. Key elements of the TTS synthesis technologies.

against channel impairments and environment variability, so
that the same verification accuracy is maintained in different
application scenarios.

E. Text-to-Speech (TTS) Synthesis

TTS synthesis is a technology for converting an arbitrary
text into speech signals. This is the core technology for pro-
viding textual information to users in the form of voice. For
example, people can listen to e-mails and web pages read
by TTS systems over mobile handsets. The key elements for
typical TTS synthesis technologies are shown in Fig. 4. The
input texts are first analyzed with the help of a lexicon plus
such knowledge as part-of-speech information and other lin-
guistic rules to obtain the general structure of the sentences.
Letter-to-sound rules are also used to generate a sequence of
the phone units to be produced by the system. The prosody
(such features as fundamental frequency, intonation, dura-
tion, and energy for each phone unit and so on) for the sen-
tence is then generated from a prosodic model. The voice
units necessary for the desired sentence are then selected
from a voice unit database. If the selected voice units have
different prosodic features from those desired, some modifi-
cations on the voice units have to be made using signal pro-
cessing techniques. The voice units are finally concatenated
and smoothed to produce the output speech signal. The most
difficult part here is generating the right prosody such that
the output speech sounds natural, which relies on the avail-
ability of a very good prosodic model. The performance of
TTS synthesis technologies is primarily characterized by two
factors: the intelligibility and the naturalness of the output
speech signal. The former is the key for the technologies to be
useful, and has been achieved very well in general. The latter
depends very much on the prosodic model, and is much more
difficult because the prosody of human speech is difficult to
model. Today, some TTS technologies developed at several
organizations provide synthetic speech with very good natu-
ralness, though many others are not necessarily satisfactory
in this respect [97], [98].

In the past, most TTS systems produced the desired output
speech by concatenating selected sets of voice units that
were pre-stored in a database. Recently, a new paradigm of
“corpus-based” TTS synthesis with online unit selection has
emerged. This provides much better output speech quality
at the cost of much more storage and computation require-
ments. In this approach, a large speech corpus (on the order
of 10 h or even much more of speech) produced by a single
speaker is collected. The corpus is designed so that almost
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all linguistic and prosodic features for the target language
(either for general domain or specific domain) have been
included. Parallel analysis of all prosodic and linguistic
features of the speech signals as well as the corresponding
texts can lead to a much better prosodic model. There can
be many repetitions of a given voice unit in the corpus, but
in different context with different prosodic features. During
the synthesis process, the most appropriate units, longer or
shorter, with the desired prosodic features within the corpus
are automatically retrieved and selected online in real time,
and concatenated (with modifications when necessary) to
produce the output speech. In this way, very often longer
units (especially commonly used words or even phrases)
can be used in the synthesis if they appear in the corpus
with desired prosodic features. Also, in this way the need
for signal modification to obtain desired prosodic features
for a voice unit, which usually degrades the naturalness of
speech, is significantly reduced. This is why much better
performance can be achieved using this approach.

V. SPEECHPROCESSINGFUNCTIONALITIES FOR THE

BROADBAND WIRELESSENVIRONMENT

The basic technologies mentioned in the previous section
can be integrated to implement many speech processing
functionalities that are necessary for voice access of infor-
mation in the broad-band wireless environment. Typical
examples of these functionalities include dictation and
transcription, audio indexing and retrieval, spoken dialogue,
and multilingual functionality.

A. Dictation and Transcription

Dictation refers to the production of written documents via
voice input. It is the most obvious application of the large-vo-
cabulary continuous speech recognition technologies, and is
the key functionality of remote authoring mentioned above.
In dictation, the voice input is usually assumed to be prepared
speech, which is very close to read speech. Furthermore, a
known speaker who may have tried to adapt the acoustic and
language models usually produces the input speech. Many
good systems for a variety of languages exist today, and a
good number of products for personal computers are com-
mercially available. In particular, some special products for
professional applications, such as medical use or legal use,
have been quite successful. For almost all commercial prod-
ucts, the microphone used by the users is selected and pro-
vided by the system developer. All these indicate that con-
straints such as known speaker, close to read speech, adapted
acoustic and language models, assigned subject domain, and
specified microphone characteristics, are imposed to control
the application environment in order to achieve better recog-
nition results. These constraints are reasonable and accept-
able for today’s applications. However, they must be relaxed
in order to meet the requirements of broad-band wireless ap-
plications. Unfortunately, there still exists a gap between the
performance of current technologies and the users’ expecta-
tion [72].

Transcription is similar to dictation except that the
speaker does not necessarily intend to produce the written
documents. In transcription, the voice is produced in more
natural scenarios such as telephone conversation, broadcast
news, meeting recordings, etc., while the text version of
the voice is needed for some other applications such as
topic spotting and audio indexing. Transcription is useful
in such applications as retrieval of voice messages, voice
files, or notes from a voice notebook, producing meeting
and interview minutes, etc. In general, the speech for such
applications is obtained under much less controlled condi-
tions and accurate transcription is a much more challenging
task. Usually, before large-vocabulary continuous speech
recognition can proceed, it is necessary to perform automatic
segmentation of the speech signals, i.e., the partition of
the speech signals into signal segments with acoustically
homogeneous conditions such as produced by the same
speaker, under the same background noise conditions, col-
lected with the same bandwidth and so on, so that different
adaptation techniques can be applied to different segments
and better transcription results can be obtained. Currently,
the word error rates for the transcription of broadcast news
on the order of 15%–25% for several languages, including
American English, French, German, Spanish, and Chinese,
have been achieved. This particular word error rate is already
quite useful for applications such as audio file indexing and
retrieval. However, the achievable word error rates for tele-
phone conversation are significantly higher, apparently due
to the much more spontaneous nature of the speech signals
and the uncontrolled, much wider subject domains [72]. It
can, therefore, be seen that implementing the transcription
functionality for voice-enabled information access in the
broad-band wireless environment is even more challenging,
due to the increased variations in application scenarios.

B. Audio Indexing and Retrieval

As information accumulates in the global network, infor-
mation indexing and retrieval become important technolo-
gies. Currently, most of the work in this area has been fo-
cused on the indexing and retrieval of stored text. Related
work on stored video has also become active in recent years.
As the technologies for spoken language processing rapidly
progress, indexing and retrieval for audio signals, in partic-
ular speech signals such as news broadcasts, meeting record-
ings, and voice messages, become crucial for many emerging
applications. The purpose of audio indexing and retrieval is
to create a concise structural summarization of the stored
audio signals in terms of, e.g., stories, topics, speakers, etc.,
and to construct an efficient database such that the audio sig-
nals can be easily retrieved using queries on, e.g., events,
people, organizations, locations, etc. The application in fu-
ture broad-band wireless environment as mentioned above is
obvious.

The technologies of large-vocabulary continuous speech
recognition and the transcription functionality mentioned
in the previous subsection are the key elements for audio
indexing and retrieval, but some extra elements are also
necessary. First, name-spotting technologies that extract
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Fig. 5. Example simplified block diagram for processes of audio indexing and retrieval.

names of persons, organizations, locations, etc., are needed
because these names are usually the keywords or phrases
for the retrieval of information from the voice files. Some
statistics-based plus lexicon-based approaches have been
useful when applied on the transcribed texts. For example,
HMMs for the named entities based on the words in the
texts have been found to be very successful. Second, topic
detection and classification technologies are needed. These
technologies identify the topics of the stories based on
statistical analysis of the words in the texts, and then cluster
the stories based on their topics. This is usually achieved by
a set of training documents with manually identified topics,
and in most cases a story can have several topics. Very often
some probabilistic models are used. An example simpli-
fied block diagram for such audio indexing and retrieval
processes is shown in Fig. 5, where the audio indexing
including transcription, name spotting, and topic processing
are at the top of the figure, while audio retrieval accessed
by the user via the network is shown at the bottom. All of
these are similar to the retrieval of text information, but
extra difficulties and challenges do exist in the retrieval of
audio information due to the fundamental differences in the
nature of the text and audio information. For example, the
audio news broadcast needs to be automatically segmented,
and the segmentation errors may cause some problems;
but for text information all documents are separated with
clear boundaries and segmentation errors are unlikely.
Also, the inevitable errors in the transcribed texts lead to
additional problems that are not present in the retrieval of
text information. For example, in texts, proper nouns are
usually easily identified by the capital letters, but for audio
information they may not be included in the lexicon of the

large-vocabulary speech recognition system; thus, some
errors may be produced instead. Technologies to develop
dynamic lexicons and language models updated with the
dynamic information to be handled are therefore highly
desirable in the future [99].

C. Spoken Dialogue

Spoken dialogue systems, or voice conversational inter-
faces, refer to systems or interfaces that allow the users to
interact with a machine or network using voice to retrieve in-
formation, conduct transactions, or perform other tasks. The
application in the broad-band wireless environment is ob-
vious. For instance, the user may invoke the interactive func-
tions of the personalized intelligent agents using the wireless
handset to instruct an agent to take some actions on the user’s
behalf. Because the user’s intention may not be clearly spec-
ified in a few commands or sentences, the most convenient
and user-friendly approach is to allow the user to dialogue
with the system or network. In the past decade, many such
systems have been successfully developed for a wide variety
of applications using different design principles and archi-
tectures. In the simplest case, the user may simply utter a
few isolated words such as “YES” or “NO” during the dia-
logue, while in the most complicated case the user may use
unconstrained input voice to direct the system to handle some
desired tasks within a reasonable domain. The “initiative”
is usually an important parameter for indicating the flexi-
bility of the conversation the system is capable of handling.
One extreme in this dimension is the “system-initiative” dia-
logue system, in which the user is asked a sequence of ques-
tions regarding the information needed to perform the task,
and the user needs to respond to each question with a valid
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Fig. 6. General architecture of a spoken dialogue system.

voice input. Such systems are already available for many ap-
plications, although they may not be efficient enough in the
broad-band wireless environment. The other extreme in this
dimension is the “user-initiative” dialogue system, in which
the user is free to take the initiative during the dialogue and
speak with the system in whichever way he prefers. In the
task of travel arrangements, for example, the user may re-
serve airline tickets and hotel rooms as if talking to a human
travel agent. The technologies for implementing a user-ini-
tiative dialogue system do not yet exist today. Achievable
today are the “mixed-initiative” dialogue systems which are
in between the above two extremes, i.e., the system uses some
prompts to direct the dialogue and indicate the information
needed for the task, while the user can also initiate some rea-
sonable questions or instructions to express his intention. Of
course, systems that are closer to the “system initiative” ex-
treme are more reliable; while systems that are farther from
that extreme are more difficult to implement [100]–[104].

Although the design principles of a spoken dialogue
system may vary significantly from case to case, in most
situations, the simplified block diagram shown in Fig. 6
can represent its general structure. Speech recognition and
understanding (see Section IV) are first performed on the
input speech. Speech understanding for dialogue systems
can be performed independently of or jointly with speech
recognition. The dialogue manager then accepts the user’s
intention extracted from the input speech and performs
the desired tasks, and finally produces some responses to
the user. During a dialogue, some concepts relevant to the
subject of the conversation may remain valid or unchanged
throughout the dialogue, but are mentioned only in one of
the sentences. With the aid of the discourse context, the
system can understand that these concepts remain valid even
if they are not mentioned in the following sentences. There
are many possible strategies for designing the dialogue
manager. For example, sub-dialogues can be used for the
confirmation of the understood concepts, error recovery,
reduction or expansion of the scope of the user’s request,
clarification of the ambiguities, etc. [105]–[107]. The
response to the user is finally formulated as sentences and
produced as speech signals to be transmitted to the user. The
dialogue system performance is usually evaluated by such
parameters as task success rates, average dialogue turns,
and dialogue efficiency. However, developing a generalized
framework for evaluating and analyzing the performance
of a spoken dialogue system is still an open problem. The
portability of the spoken dialogue technologies across many

different tasks in different domains is another open problem
in the study of dialogue systems. It is believed that a set of
technologies including a universal platform plus a set of
convenient tools with high portability is desired, but still
does not exist today [108].

D. Multilingual Functionality

A special feature of the future world of global informa-
tion networks is that the information activities and knowl-
edge systems of all parts of the world will be completely in-
tegrated by the networks, and the information handled by the
networks will be completely globalized, multicultural, and
multilingual. As a result, when a user tries to access the net-
work information via voice in the broad-band wireless en-
vironment, not only the language he uses in his voice can
be one of the many languages in the world, but the informa-
tion contents over the networks are represented in the many
different languages in the world as well. The total number
of languages considered really depends on the population of
the users and the languages used in the contents over the net-
works. For example, there are at least dozens of “important”
languages used by a large enough population, and at least 20
of them have been studied for computer processing of lan-
guage or speech. But some people believe there are at least
4000 different languages all over the world. The number of
different languages also depends on how dialects and lan-
guages are differentiated. For example, the Chinese language
is spoken by roughly a quarter of the world’s population.
Very often it is considered as a single language, but actu-
ally many of its dialects sound completely different, and even
have different lexicons. Some people believe that the many
dialects of Chinese language can be considered as hundreds
of different languages, each of which is actually spoken by a
large enough population. As an example, when a user tries to
retrieve some information via voice, the most relevant infor-
mation over the networks may be in many languages other
than the language he is using. This is the very important
problem of “cross-language information retrieval” in the area
of information retrieval. A typical scenario is shown in Fig. 7.
The language used for each piece of information obtained
from the multilingual resources in the Internet is identified,
and then processed in each respective language. Machine
translation is often needed for interfacing with the user. The
problem of different languages caused by global roaming in
wireless environments mentioned previously is another ex-
ample. All these considerations lead to the need for multilin-
gual functionality.

In earlier years, some people believed the general princi-
ples of the spoken language processing technologies were
language independent; therefore, all that is needed is to col-
lect enough linguistic data so as to construct acoustic and
language models and lexicons for each target language. This
is called the “localization” of technologies to different lan-
guages—an issue considered to be trivial and of no scientific
value. After carefully analyzing many different languages, it
is now realized that although many of the general principles
of the technologies are indeed language independent, all the
principles are definitely not equally extensible and efficient
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Fig. 7. Typical scenario for cross-language network information processing.

Fig.8. Example Chinese sentence showing the fact that the “words”
in Chinese are not well defined. Each line segment here represents an
acceptable word composed of one to several characters.

to all different languages due to the special characteristics of
the different languages. In addition, very often the different
languages do bring new challenges not encountered before in
the “mainstream” languages such as English [109]. For ex-
ample, in the Chinese language, each character has its own
meaning and can play some linguistic role independently. Al-
though a Chinese word is composed of one to several char-
acters, in a written sentence there are no blanks between the
words. As a result, the segmentation of a Chinese sentence
into words is not unique, there does not exist a commonly
accepted “lexicon,” and in fact the “word” in Chinese is not
very well defined. An example is shown in Fig. 8, in which
the string of Chinese characters is a sentence, and each line
segment represents an acceptable “word.” This is one reason
why extending the previously mentioned “word-based” tech-
nologies developed based on western alphabetic languages
(such as the large-vocabulary continuous speech recognition
shown in Fig. 2 based on a lexicon of words and the language
model defined by relations among words) to the Chinese lan-
guage may not be trivial. In another example, both Thai and
Chinese languages are tonal, i.e., the tones lead to lexical
meaning. As a result, the recognition of the tones becomes
an important issue though this does not exist at all in English
[110], [111]. Similar situations have been found in quite a
few other languages [109]. Two typical approaches currently
under active research for providing the multilingual function-
ality are worth mentioning here. In the first approach, the
construction of a set of “language-universal” acoustic models
is considered, such that this single set of acoustic models can

be used in the recognition of as many languages as possible.
The second approach is the automatic translation among the
speech signals of major languages. Such speech translation
technologies may include the integration of large-vocabulary
speech recognition, machine translation and TTS synthesis
technologies, or complicated integrated models [72], [109],
[112]. Both of these approaches will be very important for
providing the multilingual functionality necessary to support
global roaming in the broad-band wireless environment.

VI. CONCLUSION

A vision of the integration of broad-band wireless and
spoken language processing technologies is presented in the
context of voice access to the global information network.
Emerging broad-band wireless technologies are surveyed,
and potential applications of spoken language processing
technologies in the broad-band wireless environment are
identified. The technical backgrounds, including the funda-
mentals of spoken language processing technologies as well
as technical challenges that arise due to the unique nature of
broad-band wireless communications and possible solutions,
are presented in detail. It is believed that a good integration
of spoken language processing and broad-band wireless
technologies is an extremely attractive way to achieve the
goal of “anytime, anywhere” access to the information
infrastructure. Although many difficult technical hurdles
and a substantial amount of work lies ahead, we believe that
the practical demands from the users, the technical interests
of the technology developers, and the business motivation of
the service providers will soon merge to realize the vision.
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